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 In December 2020, the number of foreign tourists visiting Indonesia 
experienced a sharp decline of 88.08% compared to the number of 
visits in December 2019. However, compared to the previous month, 
November 2020, this number increased by 13.58%. Modeling the 
number of foreign tourists visiting Indonesia in 2020 using the 
Geographically Weighted Poisson Regression (GWPR) method is 
needed to elaborate on the Indonesian government’s policy decisions, 
especially in the tourism sector. The results showed that the GWPR 
model with the Kernel fixed Gaussian weighted function had an AIC 
value of 1,521,240.873, deviance of 1,521,196.695, and deviance-R2 
of 0.741 or 74.1%. This model produced two different clusters of 
characteristics of foreign tourists’ country of origin based on the 
variable’s significance. Cluster one consisted of Finland and Qatar 
and the rest were in cluster two. The characteristics of cluster two 
were influenced by the rupiah exchange rate variable, short stay visa 
free (Bebas Visa Kunjungan Singkat, BVKS), Consumer Price Index 
(CPI), economic growth, total imports, and the distance of CGK to 
the international airport. Meanwhile, cluster one had almost the same 
characteristics as cluster two but was not influenced by the BVKS 
factor variables. 

 

  

1. Introduction  
Indonesia is one of the countries with attractive tourist destinations that draw tourists, particularly 

foreign tourists, to enjoy its appealing attraction. Foreign tourists are those visiting other countries 
outside their home country, motivated by various needs, without any intentions to earn income in the 
destination country and their stay does not exceed 12 months [1]. Indonesia was ranked 40 out of 
140 countries in the world in the 2019 Travel & Tourism Competitiveness Index (TTCI) [2]. This 
ranking is certainly quite encouraging for Indonesia, necessitating the elaboration of government 
policies on Indonesian tourism. 

In 2020, the number of foreign tourist visits amounted to 4.05 million [1]. This number has 
certainly fallen far compared to foreign tourist visits in 2019 which amounted to 16.11 million. This 
visit, without a doubt, affect Indonesian economy since tourism sector plays a major role in the 
economy of Indonesia. The number of foreign tourists who come to Indonesia has a positive 
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relationship with economic growth in Indonesia [3]. If the number of foreign tourists coming to 
Indonesia is high, then economic growth will also increase. One way to increase the number of 
foreign tourist visits is by looking at what factors influence tourists from certain country to visit 
Indonesia. Previous research used the panel data method with the variable Gross Domestic Product 
(GDP), the number of foreign tourist arrivals, the number of foreign tourists spending, the duration 
of residence of foreign tourists, the exchange rate, and short stay visa free (Bebas Visa Kunjungan 
Singkat, BVKS) [3]. This study used a different method, and factors were mostly taken from the 
country of origin of tourists. 

This study took several factors from each country to be tested and seen which factors affected 
the number of foreign tourists to visit Indonesia. Several independent factors were used, namely the 
exchange rate of the foreign tourist’s country of origin against the rupiah, GDP per capita (US$), 
population density per km2, BVKS, Consumer Price Index (CPI), life expectancy (years), economic 
growth (%), imports (US$), and the distance from Soekarno-Hatta international airport to the 
international airport of the foreign country of origin (km). While the dependent factor used was the 
number of foreign tourist visits from their country of origin to Indonesia, where this data follows the 
Poisson distribution. Poisson regression method is the right regression method used to analyze data 
containing a Poisson distribution [4]. The application of Poisson regression has been widely 
published by many researchers, such as [5]–[8]. 

In addition, Geographically Weighted Poisson Regression (GWPR) is a statistical method 
developed for the analysis of data with a Poisson distribution by taking into account the spatial factor 
[5]. Unfortunately, the Poisson regression model assumes that the location of the observations does 
not affect the model [9]. Therefore, the GWPR method is used to show the regression model from 
each observation location. GWPR is a statistical method developed from the Poisson regression 
method. It pays attention to the weights in the form of the location of the observations so that the 
dependent variable of the GWPR model is influenced by the independent variable, whose regression 
coefficient is influenced by geographical location [9] 

The GWPR method can show the regression model of each area being tested. In this study, the 
Poisson and GWPR regression methods were used to analyze the factors that influence the number 
of foreign tourists visiting Indonesia from various countries. The best model was determined by 
looking at the Akaike Information Criterion (AIC) [10] value generated from each model. The best 
model was determined based on the smallest AIC value among other model AIC values. This study 
is expected to show a regression model of the factors influencing tourists from various countries to 
visit Indonesia. In addition, it is expected to provide information for the Indonesian government to 
elaborate on government policies in the tourism sector. 

2. Material and Method 

2.1. Data 
The data used were secondary data derived from a variety of survey institutions such as Statistics 

Indonesia (Badan Pusat Statistik, BPS), Bank Indonesia (BI), and the World Bank as well as other 
data attached to the Presidential Decree No. 69 of 2015 and Presidential Decree No. 21 of 2026. This 
data is data on foreign tourist arrivals in 2020, consisting of 31 countries: ASEAN region (Singapore, 
Malaysia, Vietnam, Burma, Brunei Darussalam and Thailand), the Asian region (Pakistan, 
Bangladesh, South Korea, China, India, and Hong Kong), European region (Denmark, Austria, 
Finland, France, Germany, Belgium, Netherlands, Norway, Russia, Italy, Portugal, Sweden, 
Switzerland, and Spain), Middle East area (United Arab Emirates, Kuwait, Saudi Arabia, and Qatar), 
the African region (Yemen), as shown in Table 1. 

Table 1. Data Description 

Variable Description Unit Data Source 
Y1 Number of foreign tourists visiting (tourists) People BPS 
X1 Rupiah exchange rate (rupiah exchange rate) IDR BI 
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X2 GDP per capita (GDP) (Thousand) USD World Bank 
X3 Population density Person per km2 World Bank 
X4 BVKS Factor (short stay visa free) Index World Bank 
X5 Consumer Price Index (CPI) Year World Bank 
X6 Life expectancy Percent World Bank 
X7 Economic growth USD World Bank 
X8 Total imports (Imports) 1  : have  

0  : have not 
Presidential Decree 
No. 69 of  2015 
and Presidential 
Decree No. 21 of 
2016 

X9 CGK distance to international airport km Airmilescalculator 
 

2.2. Method 

2.2.1. Descriptive Statistics 
The purpose of descriptive statistics analysis is to describe the data for each variable. The 

description may be viewed from the mean, standard deviation, maximum, minimum, sum, range, 
kurtosis, and skewness (distribution of the distribution). 

2.2.2. Poisson Regression 
Poisson regression analysis is a statistical method used to analyze the relationship between a 

random variable. Y response is a discrete variable (count) and p predictor variables 𝐗𝟏, 𝐗𝟐, 𝐗𝟑, 𝐗𝟒,
. . . , 𝐗𝐩. The response variable Y is assumed to have a Poisson distribution, while the predictor 
variables are continuous, category and discrete data. Poisson regression model is expressed by (1). 

Y!= exp (Xi
Tβ) ;i=1,2,…,n  (1) 

a. Autocorrelation 
The autocorrelation test is a test aimed at determining if the linear regression model has a 

correlation between the confusing error of period t and the confusing error of period t-1. 

b. Multicollinearity 
To detect or determine the presence or absence of multicollinearity in the model of regression, it 

may be shown in the value of Variance Inflation Factors (VIF) [11], namely in (2). 

VIF! =
"

("$%!
")

   (2) 

with 𝑅&' denotes the value of the determination coefficient obtained from regressing the jth 
independent variable (𝑥&) with other independent variables in (3). 

R' = (()#$)*#)"

(()#$)+)"
   (3) 

With the ith response (𝑦(), the average (𝑦'), and the estimated ith response (𝑦'() observed. If the value 
of < ,10 then there is no multicollinearity [11].  

2.2.3. Geographically Weighted Poisson Regression (GWPR) 
GWPR is a modification of the regression model that is a combination of panel data and GWR. 

The idea of GWPR is the same as cross-sectional GWR analysis. However, GWPR assumes that the 
time series of observations is a smooth spatiotemporal process. This process follows a distribution in 
which the closest observations (either geographic location or time) are more related than distant 
observations. GWPR analysis aims to combine the overall location (cross sectional) and 
observations. The general equation of GWPR with a fixed effect model is in (4). 

 µ, =exp	,β-(u,, v,) + Σ!."
/ β!(u,, v,)x,!5  (4) 
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where 𝜇( 	is the corrected average value of the response variable at the ith observation, 𝑥(& is the 
corrected average value of the jth explanatory variable at the ith observation, 𝛽&(𝑢( , 𝑣() is the value 
of the jth parameter at location (u), v)). 

a. GWPR Parameter Estimation 
The parameter estimation of the GWPR model was carried out using the Maximum Likelihood 
Estimation (MLE) method, aiming to determine the estimator of the parameters by maximizing 
the likelihood function. Suppose that n random samples are given from the random variable 
𝑌(~𝑃4𝜆(𝑢()6.  The ith location likelihood function can be written in (5). 

L7λ(u,), λ(u,)… , λ(u,): = ∏ 0$%&'#(1)!(2#)
)!!

4
!.,    (5) 

b. GWPR Hypothesis Testing 
The GWPR model hypothesis testing consists of the GWPR model similarity test and global 
Poisson regression, simultaneous parameter testing, and partial parameter testing. 

2.2.4. Overdispersion 
The Poisson regression model assumes that the similarity between the mean and the variance is 

called equidispersion, which must be met [12]. However, in statistical data analysis, it is often found 
that the variance is smaller or larger than the average. This situation is called underdispersion or 
overdispersion [13]. 

2.2.5. Spatial Heterogeneity 
Spatial heterogeneity is a requirement in using point and area approaches [14]. To calculate the 

spatial heterogeneity, the Breusch-Pagan test can be used with the formula in (6). 

BP = ,"
'
5 f5Z(Z5Z)$"Z5f~χ'  (6) 

2.2.6. 2.2.6 Akaike Information Criteria (AIC) 
The AIC method is a method which allows the selection of the best regression model found by 

Akaike and Schwarz [15]. Equation (7) can be used to calculate AIC value. 

AIC = e
"*
+
∑ 2*#

"+
#,-
4

  (7) 

The value of k corresponds to the number of parameters estimated in the regression model, n 
corresponds to the number of findings, and u corresponds to the estimated residual. 

2.2.7. Research Method 
 The author used GWPR method. Following are steps taken. Step 1 was data collection. The data 

consisted of 2020 data collected from various survey institutions such as BPS, BI and the World 
Bank as well as other data attached to Presidential Decree No. 69 of 2015 and Presidential Decree 
No. 21 of 2026. Step 2 was data exploration, which was conducted using descriptive statistics with 
values of mean, minimum, median, and maximum. Step 3 was testing the assumptions of 
autocorrelation and multicollinearity. Prior to the Poisson regression modeling, the assumptions were 
tested, namely the autocorrelation assumption with the Durbin-Watson test and the multicollinearity 
test by looking at the VIF value. Step 4 was Poisson regression modeling. In this stage, the data was 
then analyzed by classical regression using Geoda, R, and Minitab software by looking at the 
significance of the variables on the model through parameter estimation, simultaneous testing, and 
partial Poisson regression models. Step 5 was overdispersion and spatial heterogeneity test. After 
obtaining the best regression model, the next step involved conducting an overdispersion test to show 
the goodness of the Poisson regression model and continue to test the assumption of spatial 
heterogeneity with the Breusch-Pagan test. Step 6 was GWPR Model. This study employed point 
spatial regression analysis, namely the GWPR model. In this stage, the model similarity test, partial 
test, and mapping of significant variables were also carried out. Step 7 was selecting the best model. 
In this case, the best model was chosen based on the smallest AIC and considered those with the 
largest R2 deviance. The research method flowchart is illustrated in Fig. 1.  
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Fig. 1 Research method flowchart. 

3. Results and Discussion 

3.1. Method 
The variable number of foreign tourists visiting Indonesia in 2020 is 2,098,438 foreign tourists 

spread throughout foreign regions. The lowest number of foreign tourists was from the Qatar region 
with 255 tourists. Meanwhile, the highest number was from the Malaysian, totaling 980,118 tourists. 
Data exploration through descriptive statistical methods is presented in Table 2. 

Table 2. Descriptive Statistics of International Tourists 

Variable Mean Minimum Median 
Y1 69,948 225 12,768 
X1 8,643 1 3,916 
X2 32,783 1,194 31,583 
X3 703 9 147 
X4 0.9333 0.0000 1.0000 
X5 129.35 98.82 116.58 
X6 79.242 67.780 81.640 
X7 -3.661 -10.839 -3.705 
X8 3,283,008,909 65,822,808 757,555,674 
X9 6,345 522 7,042 

3.2. Poisson Regression Modeling 

3.2.1. Autocorrelation Test 
The autocorrelation test was completed using the Durbin-Watson method with the help of R 

software, as shown in Fig. 2. The results obtained from the DW	value = 1.9207 > dL	value =
0.7822	and	DW	value = 1.9027 < dU = 2.2508	or p-value was 0.4749 > 0.05	. The results 
showed that there was no autocorrelation symptom on data. 

Fig. 2 Durbin-Watson test output. 

3.2.2. Multicollinearity Test 
The multicollinearity test was performed using the VIF value using the software R (Table 3). All 

variables had a VIF value < 10, except for the X*, X+, X,, and	X- variables, meaning that the variables 
needed to be removed except X- because they were still close to the value of 10. VIF of variables 

Durbin-Watson test 

 

DW = 1.9207, p-value = 0.4609 

alternative hypothesis: true autocorrelation is greater than 0 
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X., X/, X+, X0, X1, and	X- < 0 indicates that the predictor variables are not correlated with each other 
so that it can be used for the formation of Poisson and GWPR regression models. 

Table 3. Poisson Regression Model VIF Value 

VIF Value (Variance Inflation Factors) 
X1 X2 X3 X4 X5 X6 X7 X8 X9 

2.953 2.953 2.953 2.953 2.953 2.953 2.953 2.953 2.953 
 

3.3. Poisson Regression Model Test 

3.3.1. Poisson Regression Model Parameter Estimation 
The Poisson regression model obtained for foreign tourists to Indonesia in 2020 is as follows, 

µD = exp	(8,85	 − 1.16 × 10$7β" + 3.08β8 − 	1.36 × 10$9β7 − 0.20β: + 	6.97 × 10$""β; 	−
2.72 × 10$8	β=)      

The results of the Poisson regression model parameter estimation test are presented in Fig. 3. 

 
Fig. 3 Estimation of Poisson regression parameters. 

3.3.2. Concurrent Test of Poisson Regression Parameters 
Then, the simultaneous test was carried out, the residual deviation value =2288969	>

χ('+;4.4+)' = 37.652, meaning that there is at least one parameter that has a significant effect on the 
model. 

3.3.3. Poisson’s Regression Parameter Partial Test 
All parameters were greater than 𝑍4.4'+=1.96, indicating that they had a significant effect on the 

model for all parameters. 

3.4. Overdispersion Test 
Then the overdispersion test in Fig. 4 was carried out, the output was obtained with p-value = 

0.03488 < 0.05, indicating that there was overdispersion in the model, so the Poisson regression 
model was not good. 
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Fig. 4 Overdispersion test output. 

3.5. Breusch-Pagan Test 
To determine whether there is spatial heterogeneity, the Breusch-Pagan test was performed. The 

results obtained from the Breusch-Pagan test output (Fig. 5) was BP = 36.5489 > 12.59, and p-value 
0.00001 < 0.05, indicating that there was spatial heterogeneity between regions of foreign tourists 
visiting Indonesia. 

 
Fig. 5 Breuch-Pagan test output. 

3.6. Modeling Geographycally Weighted Poisson Regression (GWPR) 
In obtaining the GWPR model, first determine the weighting matrix by determining the optimum 

bandwidth using the golden section search in the range of 0 until 30 and AIC as the selection criteria. 
The comparison of the weights obtained is as follows. 

Table 4. Functional Weighting Comparison 

Kernel AIC 
Adaptive Bi-Square 2,166,650.598 
Fixed Gaussian 1,521,240.873 

Table 4 shows that the GWPR model with the kernel fixed Gaussian weighting function has a lower 
AIC than the Kernel Adaptive Bi-Square weighting function. In this analysis, the kernel fixed 
Gaussian function with an optimum bandwidth of 11,771 was used as a weight in the GWPR 
modeling. 

3.7. GWPR Model Parameter Partial Test 
To find out the factors that influence the number of foreign tourists visiting Indonesia in 2020, a 

partial test was conducted and compared the 𝑡789:; value with the 𝑡(4.4'+,'+)	𝑣𝑎𝑙𝑢𝑒 = 2.06. H4 is 
rejected if |𝑡789:;| > 2.056, it can be concluded that the jth parameter and ith location have a 
significant effect on the model. If GWPR modeling was carried out with kernel-fixed Gaussian 
weighting, two groups were obtained according to the significant similarity of variables. For 
example, the regression model for the number of foreign tourists from Bangladesh is obtained as 
follows. 
µD = exp	(1.36 + 0. 000007β" + 4.73855β8 + 0.036954β7 − 0.32144β: − 0.001099β= 

One interpretation of the above model is that every X+ increases by one unit with other variables 
constant, the number of foreign tourists will be multiplied by exp(1.396954). 
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3.8. Variable Significance Group 
Two divisions of groups were obtained according to the similarity of significant variables (Table 

5). All variables that had a significant effect were found in almost all countries of origin of foreign 
tourists. 

Table 5. Variable Significance 

Tourist Origin Significant Variable 
Finland dan Qatar 𝑿𝟏, 𝑿𝟓, 𝑿𝟕, 𝑿𝟖	𝒅𝒂𝒏	𝑿𝟗 

Bangladesh, Burma, Brunei Darussalam, China, Denmark, Austria, 
France, Germany, India, Italy, Korea Selatan, Kuwait, Malaysia, 
Belgium, Hong Kong, Norway, Pakistan, Netherlands, Portugal, Saudi 
Arabia, Spain, Singapore, Sweden, Russia, Thailand, Switzerland, United 
Arab Emirates, dan Vietnam. 

X&, X', X(, X), X*	dan	X+ 

3.9. Model Comparison 
Table 6 shows that the GWPR model is better used to analyze the number of foreign tourists 

visiting Indonesia because it has a smaller AIC and deviance value and a larger deviance-R2 than the 
Poisson regression model, which is 0.741. 

Table 6. Model Comparison 

Model AIC Deviance Deviance-R2 
Poisson Regression 2,288,982.793 2,288,968.794 0.611 
GWPR 1,521,240.873 1,521,196.695 0.741 

4. Conclusion 
Modeling the number of foreign tourists coming to Indonesia in 2020 using GWPR with a kernel 

fixed Gaussian weighting function had an AIC value of 1,521,240.873, deviance of 1,521,196.695, 
and deviance-R2 of 0.741 or 74.1%. This model produced two different clusters of characteristics of 
foreign tourists' country of origin based on the variable's significance. Cluster one consisted of 
Finland and Qatar, while the rest were in cluster two. The characteristics of cluster two were 
influenced by the rupiah exchange rate, BVKS factor, CPI, economic growth, total imports, and the 
distance of CGK to the international airport. Cluster one had almost the same characteristics as cluster 
two, but it was not influenced by the BVKS factor variable. 
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