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 The Indonesian Ministry of Health has reported an alarming increase 
in Dengue Hemorrhagic Fever (DHF) cases, particularly in West Java 
Province. Given this trend, collaborative research and surveillance 
efforts are crucial to understanding and managing DHF cases in 
Indonesia. The panel data regression model in dengue fever cases will 
provide new insights into modeling. This research aimed to identify the 
most appropriate random effects model for estimating a dataset with 
four different variables. This study involved panel data variables on the 
effect of population density, percentage of poor people, percentage of 
households with access to clean water, and proper sanitation on DHF 
cases in West Java Province. This method emphasized selecting the 
best model from one-way and two-way Random Effects (RE) models 
and identifying what factors influenced the increase of DHF cases in 
West Java province. The best model obtained was a two-way RE Model 
with three significant variables. Based on the selected variables in the 
model, West Java Province needs to pay attention to the distribution of 
housing and economic activity in each district because population 
density is a crucial concern for the local government. 

 

  

1. Introduction  
Dengue Hemorrhagic Fever (DHF) is a tropical disease caused by the dengue virus 

(DENV). This virus is primarily contracted when mosquitoes, particularly Aedes aegypti, 
nibble on humans. These mosquitoes transmit the virus via their saliva during the biting 
process, allowing healthy individuals to become exposed. The Ministry of Health of the 
Republic of Indonesia has reported an alarming increase in dengue fever cases, particularly 
on the island of Java. In West Java province alone, 39,623 confirmed cases were confirmed, 
making it the highest incidence in the country [1]. Given this trend, collaborative research 
and surveillance efforts are crucial to understanding and managing DHF cases in Indonesia. 

The objectives of data analysis are to present information to make it easier to collect and 
analyze data [2]. In epidemiology, especially in the study of infectious diseases, providing 
appropriate information is useful for speeding up treatment. DHF cases in West Java 
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Province require further data analysis, especially regarding the spread of the disease, to find 
out what factors affect the increase of DHF in regions and cities in West Java. Studies related 
to distribution patterns and factors influencing DHF disease in cities in West Java have an 
interesting perspective to research. Much research in the statistical and mathematical field 
has been conducted on modeling and analyzing data about dengue fever, especially cases in 
Indonesia. From a health perspective, many research and clinical trials have been carried out 
to find parameters for the spread of dengue fever [3], [4].  

Mathematical and statistical approaches have also been discussed in several studies. One 
of the studies about modeling focused on the analysis of dengue fever disease models by 
looking at the parameters of infected individuals, the transition between susceptible and 
infected individuals, and then recovered individuals [4]. Meanwhile, others focused on 
quantitative methods of different views on seeing dengue fever, and the preventive action 
for vulnerable groups was calculated using the chi-square test and logistic regression [5]. 
However, from a statistical modeling perspective, particularly in panel data regression 
models, dengue fever is rarely discussed.  

Panel data models in several situations provide better results than cross-sectional data or 
time series data, including more information, more degrees of freedom, and less linear 
multiplicity between variables. Problems related to heterogeneity in data from cross-
sectional objects or time-series objects will be resolved in panel data models with certain 
variants [6], [7].  In simple terms, panel data models are divided into three types: pooled 
OLS models, often referred to as common effect (CE) models; Fixed Effect (FE) models; 
and Random Effect (RE) models, which are specifically further varied into six different types 
[8]. The FE and RE models are formed from a combination of errors from the cross-section 
and time series, commonly called the Error Component Model (ECM) [9]. In practice, the 
FE model centered on the intercept, while the RE model centered on the error [10]. In this 
study, researchers wanted to examine RE models in two directions. It can be said that both 
individuals and time affect the assessment of the selected variables significantly. Based on 
the facts and researcher opinions, this research provided a different perspective to identify a 
two-way random effect model for estimating a dataset with four different variables. 

The research project analyzed data on individuals and time spanning the years 2018 to 
2023. The dataset consisted of panel data, which combined cross-sectional and time series 
information [11]. Panel data regression techniques were employed to track the data across 
multiple periods. The key benefit of using panel data regression is its ability to account for 
variations between different cross-sectional units, providing more comprehensive insights 
compared to straightforward time-series analysis [12]. Extensive research has utilized panel 
data analysis, investigating factors that impact poverty rates within specific regions [13], 
[14]. However, there has been limited exploration of panel data analysis concerning the 
determinants of specific diseases. One of the studies related to panel data analysis for the 
health sector was recently carried out on DHF cases in Bogor district [15]. The research gap 
that is intended to be shown with the previous model is by expanding the scope of the 
research area, it is expected that the panel data model found will be different and produce 
different interpretations of the predetermined variables. The difference in variables with 
previous research is also a determining factor in the research gap because different 
perspectives will be found regarding the results of the model and interpretation of the panel 
data regression analysis to be studied. This became the basis for research related to factors 
influencing DHF disease in West Java province using panel data. We believe that the panel 
data regression model in dengue fever cases will provide new insights in modeling and the 
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field of panel data in the case of dengue fever. Especially from the government side, the 
statistical approach to DHF data will be one of the benchmarks for mitigation planning for 
clean water supply, urbanization, and population distribution. These indicators are selected 
based on the variables used in panel data analysis for DHF cases in West Java province. 

2. Method 

2.1. Data Variables 
The variables used in modeling data panel regression in DHF disease cases divided into 

response and predictor variables. The response variable was the number of dengue fever 
cases in the districts and cities of West Java province in 2018–2023. Meanwhile, the 
predictor variables were a possibility that can cause the number of DHF cases in West Java 
province from 2018-2023. Details of the variables obtained are presented in Table 1. 

Table 1. Data variables of data panel regression models 

Variable Description Unit Measure 
𝑌 The number of DHF cases in West Java 

Province Percent Ratio 

𝑋! Population Density of each Regency and 
City in West Java Province  Kilo meters square Ratio 

𝑋" Percentage of Poor Population by 
Regency/City  Percent Ratio 

𝑋# Percentage of Households with Access to 
Safe Water Percent Ratio 

𝑋$ Percentage of Households with Access to 
Adequate Sanitation by Regency/City Percent Ratio 

The span between 2018 and 2023 was chosen because it was the closest year that research 
was taken. In addition, one condition that a two-way remodel can be processed is that the 
number of times or years chosen must not exceed the number of independent variables. Then, 
all independent variables were chosen because there are main responsible factors for the 
Increase DHF cases in some area. Two major factors are drastic population growth and 
substandard housing, crowding, and deterioration in water, sewer, and waste management 
associated with unplanned urbanization [16]. Those factors led the appropriate condition for 
aedes aegypti mosquitoes transmitted the disiases in some areas.  
2.2. Panel Data Regression Model 

The panel data regression model is composed of a panel data structure that forms from 
observations of a similar cross-section unit over time [8]. The common panel data regression 
model equation is [17]: 
𝑦!" = 𝛼 + 𝑿!"𝜷 + 𝜀!"   (1) 

with 𝑦!" is variable response of i number of individuals and t number of times, α is coefficient 
of intercept, 𝑿 is k number of predictor variable of i number of individuals and t number of 
times, 𝜷 is slope coefficient with size 𝑘 × 1, and 𝜀!" is regression residuals of i number of 
individuals and t number of times. 
2.3. Multicollinearity Detection 

The multicollinearity can be detected with the Variance Inflation Factor (VIF) test, so the 
level of collinearity or correlation between predictor variables can be seen. Hence, variables 
are good enough to be processed because each variable is not similar. The VIF test as follow 
[18]: 
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where 𝑅#$ is the contribution of independent variables that generated from the regression of 
variable 𝑥# with other independent variables and 𝑗 = 1,2, … , 𝑘 is the independent variables 
that contained in the study. If the output test is smaller than 10, it can be stated that there is 
no multicollinearity. 

𝑉𝐼𝐹 = #
$!
"  (2) 

2.4. Estimation of Panel Data Regression Model 
There are three approaches to estimating panel data regression models, namely the CE 

model, FE model, and RE model [8]. 

a. CE Model 
CE model has a similar estimate to that of common linear regression models. The main 

principle of the CE model is to combine the model data without considering individuals and 
time. In addition, the intercept alpha (𝛼) is considered exactly the same or constant in each 
individual and time. In general, the CE model regression model is [9], [19]: 
𝑦!" = 𝛽% + 𝛽#𝑥#!" + 𝛽&𝑥&!" +⋯+ 𝛽'𝑥'!" + 𝜀!"  (3) 

b. FE Model (One-Way and Two-Way) 
FE Model is a panel regression in which estimation can be differentiated based on 

individuals and time. The parameter estimation worn in the fixed effect approach is Least 
Square Dummy Variable (LSDV), a method used in estimating linear regression parameters 
using OLS in models that involve dummy variables as predictor variables for different 
intercepts for each individual and time. Here are some types of FE models [9], [19]: 

• FE model constant slope coefficient with different intercept coefficients for each 
individual. 

The FE model on individuals has a constant coefficient slope value, and the intercept 
coefficient will be different for each individual, assuming the time effect is not 
included.  Each individual has the assumption that the time effect is ignored. This 
condition states that even the intercept can change for individuals which are loaded, 
each intercept does not change over time or time does not change. The regression 
model for the individual FE model is: 
𝑦!" = 𝐷!𝛼! + 𝛽#𝑥#!" + 𝛽&𝑥&!" +⋯+ 𝛽'𝑥'!" + 𝜀!" (4) 

with 𝐷! is dummies for the i number of individuals and 𝛼! is the slope of the i number 
of individuals. 

• FE model constant slope coefficient with different intercept coefficients at each time. 
The FE model over time has an unchanged slope coefficient value and the intercept 
coefficient not same over time assuming individual effects are not included. The 
value of the intercept coefficient can be different over time because there are dummy 
variables categorized by time. The regression model for the FE model of time is: 
𝑦!" = 𝐷"𝜆" + 𝛽#𝑥#!" + 𝛽&𝑥&!" +⋯+ 𝛽'𝑥'!" + 𝜀!" (5) 

with 𝐷" is dummy for the t number of times and 𝜆" is the slope of the t number of 
times. 

• FEM constant slope coefficient with different intercept coefficients for each 
individual and time. 
The last one is a FE model that incorporates both individual and time effects. This 
model has a steady slope coefficient value, and the intercept coefficient can be 



 ENTHUSIASTIC 123 
International Journal of Applied Statistics and Data Science 

 
https://journal.uii.ac.id/ENTHUSIASTIC  p-ISSN 2798-253X  
  e-ISSN 2798-3153 
  

different across individuals and time. The value of the intercept coefficient can differ 
between individuals and time because there are dummy variables categorized by 
individual and time. The regression model for the individual and time FE model is: 
𝑦!" = 𝐷!𝛼! +𝐷"𝜆" + 𝛽#𝑥#!" + 𝛽&𝑥&!" +⋯+ 𝛽'𝑥'!" + 𝜀!" (6) 

c. RE Model 
There is a chance that individual effects are not observed in the FE model, so the data 

may be modeled as the RE model. This model may only appear to be a model that adds cross-
sectional units to the study and not out-of-sample variables [10]. The benefit of using this 
RE model is that it eliminates the need to look for correlation and heteroscedasticity. The 
equation RE model is: 
𝑦!" = 𝛼 + 𝛽#𝑥#!" + 𝛽&𝑥&!" +⋯+ 𝛽'𝑥'!" + 𝑢!"  (7) 

with 𝑢!" = 𝑣! + 𝑒" + 𝜀!", where 𝑣! affects all observations for cross-section unit i, 𝑒" affects 
all observations for time t, and 𝜀!" affects only observation 𝑖𝑡. 
2.5. Selection of The Best Model 

To understand which regression model to choose for analysis, it is good to test the model 
specification. The following are some of the tests carried out [10]. 
2.5.1. Chow Test 

The Chow test is the most common choice to comparing the CE model and FE model. 
Here are the hypotheses and tests [8], [12]: 

𝐻% : 𝛽& = 𝛽$ = ⋯ = 𝛽' = 0 (CE model is the best model) 

𝐻& : at least there is one 𝛽# ≠ 0, 𝑗 = 1,2, … , 𝑘 (FE model is the best model) 

If 𝐹 ≥ 𝐹(,*+(,*+) with 𝑑𝑓& = 𝑛 − 1 and 𝑑𝑓$ = 𝑛𝑡 − 𝑛 − 𝑘, then 𝐻% is rejected. The statistic 
test as follow as 

𝐹 = *$#$%&
" +$'(()*+

" ,/(/+#)
*#+$#$%&

" ,/(/"+/+')
  (8) 

where 𝑅,-./$  is the FEM 𝑅$ value, 𝑅01123*$  is the CEM 𝑅$ value, 𝑛 is number of inidivual, 
𝑡 is number of times, and 𝑘 is number of predictor variables. 

2.5.2. Hausman Test 
The Hausman test allows researchers to choose the top model from FE model and RE 

model. Here are the hypotheses and tests [8], [12]: 

𝐻% : 𝑐𝑜𝑟𝑟(𝑥!" , 𝜀!") = 0 (REM is the best model) 
𝐻& : 𝑐𝑜𝑟𝑟(𝑥!" , 𝜀!") ≠ 0 (FEM is the best model) 
If 𝑊 > 𝜒(,*+$  with 𝑑𝑓 = 𝑘 − 1, then 𝐻% is rejected. The statistic test as follow as 

𝑊 = 2𝒃 − 𝜷561 7𝑣𝑎𝑟(𝒃) − 𝑣𝑎𝑟2𝜷56=
+#
2𝒃 − 𝜷56  (9) 

where 𝒃 is matrix of beta from fixed effect model and 𝜷L is matrix of beta from random effect 
model. 

2.5.3. Lagrange Multiplier Test 
The Lagrange multiplier test is analyzed to assist in the determination of whether the CE 

model or the RE model is more appropriate. Here are the hypotheses and tests [8], [12]: 
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𝐻% : 𝜎&$ = 𝜎$$ = ⋯ = 𝜎4$ = 𝜎$ (CE model is the best model) 
𝐻& : 𝜎!$ ≠ 𝜎$ (RE model is the best model) 
If 𝐿𝑀 > 𝜒(,*+$  with 𝑑𝑓 = 𝑛 − 1, then 𝐻% is rejected. The statistic test as follow as 

𝐿𝑀 = /"
&("+#)

@∑ *∑ 3,--
-./ ,

"0
,./
∑ ∑ 3,-

"-
-./

0
,./

− 1B
&

  (10) 

2.6. Significance Parameter Test 
Parameter significance testing is done because it helps to see the level of effect the 

predictor variables have on the response variable. Parameter significance testing is done 
simultaneously and partially. The explanation of each test is as follows. 
2.6.1. Simultaneous Test 

This test is performed simultaneously to ensure that the selected model previously has 
minimum one significance variable. The hypothesis stated as follows [20]: 

𝐻% : 𝛽& = 𝛽$ = ⋯ = 𝛽' = 0 (all predictor variables almost sure the effect not significance 
on response variable) 

𝐻& : There is at least one 𝛽# ≠ 0, 𝑗 = 1,2, … , 𝑘 (there is possibility the model contained one 
from j number of predictor variables that has an effect very significant on the response 
variable) 

If the significance level alpha (𝛼) is given, then 𝐻% is rejected if 𝐹 ≥ 𝐹(,*+(,*+) with 𝑑𝑓& = 𝑘 
and 𝑑𝑓$ = 𝑛𝑡 − 𝑘 − 1. The statistic test is as follows [20]: 

𝐹 = 45$/'
456//"+'+#

  (11) 

2.6.2. Partial Test 
This test is performed to implies whether there is a partial effect of the predictor variable, 

namely 𝛽# for each 𝑗 = 0,1,2, … , 𝑘 on the response variable. The hypothesis stated as follows 
[20]: 

𝐻% : 𝛽# = 0 

(The j number of predictor variables almost sure the effect not significant on the response 
variable) 

𝐻& : There is at least one 𝛽# ≠ 0, 𝑗 = 1,2, … , 𝑘 

(The j number of predictor variables has a variable that give significant effect on the response 
variable) 

If given a significance level of 𝛼, then 𝐻% is rejected if P𝑡#P ≥ 𝑡(/$,*+ with 𝑑𝑓 = 𝑛 − 𝑘 − 1. 
The statistic test is as follows [20]: 

𝑡7 =
89!

:;*89!,
  (12) 

with 𝑠𝑒S𝛽T#U is the standard error obtained from the root variance of the regression parameter 
estimates. 
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2.7. One-Way RE Model 
RE model estimates panel data where disturbance terms have the opportunity to be 

interconnected over time and individual. The advantage of using this model is its ability to 
eliminate heteroscedasticity. This model can also be called Error Component Model (ECM) 
or the Generalized Least Squares (GLS) technique). The general RE model can be seen in 
(7), but with 𝑢!" = 𝑣! + 𝑒" + 𝜀!" have two characteristics. First, if the RE model have just 
individual effect (one-way individual RE model), then 𝑢!" = 𝑣! + 𝜀!". If the RE model have 
just time effect (one-way time RE model), then 𝑢!" = 𝑒" + 𝜀!". So, there are two disturbance 
terms either in the one-way individual or time RE model. 

RE model have several assumptions that errors are not correlated and there is no 
autocorrelation between cross-section and time series units. This is because GLS method 
used in this model that caused required assumptions in OLS method (homoscedasticity and 
non-autocorrelation) are not met [22]. These results open the boundaries for that assumptions 
or can be concluded either the assumptions are met or not, we still can have the good but not 
perfect panel data model. Hence, GLS method gave opportunity panel data model not always 
has to be CE model dan FE model with OLS method. 
2.8. Two-Way RE Model 

In the panel regression estimation section, it has been explained about the RE model with 
the error in equation (7) has three error units, each of which carries the effect of the data. 
The two-way error component model is the regression model in equation (1) but with a two-
way error component disturbance [21]: 
𝑢!" = 𝑣! + 𝑒" + 𝜀!"  (13) 

where 𝑣! is the symbol for the unobservable individual effect, 𝜆" is the symbol for the 
unobservable time effect and 𝜀!" is the symbol for the remaining stochastic disturbance term. 
Furthermore, if all 𝑣!~𝐼𝐼𝐷(0, 𝜎6$), 𝜆"~𝐼𝐼𝐷S0, 𝜎7$U, and 𝜀!"~𝐼𝐼𝐷(0, 𝜎8$) are independent, then 
this is the definition of the two-way RE model [17]. Moreover, 𝑿!" is independent of 𝑣!, 𝜆", 
and 𝜀!" for all 𝑖 and 𝑡. The conclusion in this case is related to the large population from 
which the sample was randomly obtained. 

Therefore, the two-way RE model can be simplify as the extended of RE model by 
included time-specific effects. Like the cross-section effects, these time effects are also 
unobserved and assumed to be uncorrelated with the independent variables. It can also be 
concluded that both effects are important to look forward to being explained with significant 
variables to response variable. 

3. Results and Discussion 

3.1. Descriptive Statistical Analysis 
Descriptive statistical analysis is included to make it easier to see the general state of the 

data such as average, standard deviation, minimum data, maximum data and the amount of 
data. The results can be seen in Table 2. 

Table 2. Descriptive Statistics of the Number of DHF in West Java 2018-2023 

Variable Mean Median Minimum Maximum Std. Dev 
The Number of DHF cases 56.33 40.13 2.44 310 52.76502 
Population Density 3919.2 1439 379.9 15643 4643.754 
Percentage of Poor 
Population 

8.262 8.265 2.07 13,13 2.750715 
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Variable Mean Median Minimum Maximum Std. Dev 
Percentage of Households 
with Access to Safe Water 

92.83 95.59 69.2 100 7.033074 

Percentage of Households 
with Access to Adequate 
Sanitation 

72.18 75.93 34.93 98.52 16.37187 

3.2. Multicollinearity Detection 
VIF score was used to determine whether there is multicollinearity between predictors 

with a safe limit for the VIF value of 10. Table 3 shows VIF values from the four independent 
variables used. 

Table 3. The Value of Variance Inflating Factor 

Variable 𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒙𝟒 
VIF 1.845341 1.711174 1.215605 1.109468 

Based on the table, the VIF value shows that there is no multicollinearity between the four 
independent variables. 
3.3. Estimation of Random Effect Model Parameter 

This research focused to seek the two-way RE model, hence, the estimation of CE and 
FE models were excluded. This can be clarified from the result in the model selection. The 
RE model estimates panel data regression models using GLS, assuming that variables are 
uncorrelated and have heteroscedasticity in the variance. The following is the REM model 
of DHF panel data in West Java Province for 2018–2023. 

3.3.1. One-Way Individual RE Model 
Panel data regression model of DHF in West Java Province in 2018–2023 using the RE 

model with individual effect is 

𝑦!" = −96.3516860 + 0.0055883𝑥#!" + 4.2592682𝑥&!" + 1.7343533𝑥@!" − 0.9061554𝑥A!"
+ 𝑢!" 

(14) 

The RE model with individual effect had a score of 0.18306 which stated as coefficient of 
determination (𝑅$) or it concluded that the model could explain the variation of DHF in West 
Java Province in 2018–2023 by 18.306%. 

3.3.2. One-Way with Time RE Model 
Panel data regression model of DHF in West Java Province in 2018–2023 using the RE 

model with time effect is 

𝑦!" = −80.8461424 + 0.0048049𝑥#!" + 2.5261502𝑥&!" + 1.9726968𝑥@!" − 1.1865642𝑥A!"
+ 𝑢!" 

(15) 

The RE model with time effect has a score of (𝑅$) which was 0.36998 or the model could 
explain the variation of DHF in West Java Province in 2018–2023 by 36.998%. 

3.3.3. Two-Way RE Model 
Panel data regression model of DHF in West Java Province in 2018-2023 with the RE 

model with individual and time effect is 

𝑦!" = 17.3204042 + 0.0058081𝑥#!" + 3.2575410𝑥&!" + 1.0191682𝑥@!" − 0.9785983𝑥A!" + 𝑢!"
+ 1.9726968𝑥@!" − 1.1865642𝑥A!" + 𝑢!" 

(16) 
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The RE model with individual and time effect had a score of (𝑅$) which was 0.17583 or the 
model could explain the variation of DHF in West Java Province in 2018-2023 by 17.583%. 
3.4. Selection of The Best Model 

The appropriate RE model that suitable for the data was selected, however, to confirm 
that the two-way model is optimal, all tests were conducted. 
3.4.1. Chow Test 

The Chow test was used to determine whether the CE model was better than the FE 
model. Table 4 shows the results of the Chow test with the RStudio application. 

Table 4. Chow Test Result 

Description of Tested Variables Test Result Value 
The Value of F 3.1957 
Degree of Freedom 1 26 
Degree of Freedom 2 131 
P-Value 6.852 × 10%& 
The Value of F Table 1.580372 

Based in the results, the test statistic value of 𝐹	 = 	3.1957 was greater than 𝐹(%.%;;$=;&>&) 	=
	1.580372 and the p-value was smaller than 5% significance or 6.852 × 10@=, so 𝐻% was 
rejected. This result suggested that FE model was more appropriate than the CE model. 

a. Hausman Test 
The Hausman was used to determine whether the FE model was better than the RE 

model. Table 5 presents the results of the Hausman test with the RStudio application. 
Table 5. Hausman Test Result 

Description of Tested Variables Test Result Value 
The Value of Chi-square 5.6084 
Degree of Freedom 4 
P-Value 0.2304 
The Value of Chi-square Table 9.487729 

Based on the Hausman test results, the Wald test statistic value = 5.6084 was smaller than 
𝜒$(0.05;4) = 9.487729 and the p-value was greater than 5% significance or 0.2304, so 𝐻% failed 
to be rejected. This result suggested that the RE model was more suitable than the FE model. 
b. Lagrange Multiplier Test 

The Lagrange Multiplier was used to determine whether the CE model is better than the 
RE model. Table 6 shows the Lagrange multiplier test with the RStudio application. 

Table 6. Lagrange Multiplier Test 1st Result 

Description of Tested Variables Test Result Value 
The Value of Chi-square 64.239 
Degree of Freedom 2 
P-Value 1.124 × 10%!$ 
The Value of Chi-square Table 5.991465 

Based on the results, the Wald test statistic value was smaller than the chi-square table 
and the p-value was greater than 5% significance, so it can be concluded that 𝐻% failed to be 
rejected. This result suggested that the RE model was more suitable than the CE model. In 
addition, t the RE model may exhibit either individual or temporal effects, or both. Therefore, 
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Lagrange Multiplier test was done for each effect. Table 7 and Table 8 presents the second 
and third results of the Lagrange multiplier test, respectively. 

Table 7. Lagrange Multiplier Test (Second Results) 

Description of One-Way (Individual) Test Result Value 
The Value of Chi-square 22.031 
Degree of Freedom 1 
P-Value 2.683 × 10%'& 
The Value of Chi-square Table 3.841459 

Table 8. Lagrange Multiplier Test (Third Results) 

Description of One-Way (Time) Test Result Value 
The Value of Chi-square 42.208 
Degree of Freedom 1 
P-Value 8.204 × 10%!! 
The Value of Chi-square Table 3.841459 

The results shown that both chi-square value and p-value demonstrated that RE model had 
individual and time effects. Therefore, two-way RE was the best model for the data. 
3.5. Analysis of The Two-Way RE Model 

After best model was declared, the parameters needed simultaneous and partial 
confirmation of their significance. Table 9 presents the analysis results with RStudio. 

Table 9. Simultaneous Test Result 

Model Chi-square P-Value 
Two-Way RE Model 33.4943 9.4609 × 10%( 

The chi-square value was 33.4943 or greater than the chi-square table with an 
independent degree of 4, which was 9.487729. This suggested that independent variables 
had a significant effect on dengue hemorrhagic fever rates. Next, the analysis conducted 
employed the partial parameter significance, as shown in Table 10. 

Table 10. Partial Test Result 

Variable P-Value 
Population Density 0.0001982 
Percentage of Poor Population 0.2037385 
Percentage of Households with Access to Safe Water 0.0803282 
Percentage of Households with Access to Adequate Sanitation 0.0019509 

Based on the partial test results, only three variables were significant to the DHF rate, 
namely population density, percentage of households with access to safe water, and 
percentage of households with access to adequate sanitation. This was based on the p-value 
of each variable which was smaller than 1% significance, namely 0.0001982, 0.0803282, 
and 0.0019509. 
3.6. Analysis of the Best Model with Significance Variable 

The significance parameter test yielded the desired results. The F-test conclusion showed 
that the model had at least one significance variable. On the other hand, the t-test showed 
that there were three significant variables. From here, the model was retested for parameters 
with variables that were already significant. This test would ascertain if the significant 
variable would remain or undergo a significance decrease. The results are presented in Table 
11 and Table 12. 
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Table 11. Simultaneous Test Result with Significance Variable 

Model Chi-square P-Value 
Two-Way RE 32.3464 4,4237 × 10%( 

Table 12. Partial Test Result with Significance Variable 

Variable P-Value 
Population Density 0.0001635 
Percentage of Households with Access to Safe Water 0.0501957 
Percentage of Households with Access to Adequate Sanitation 0.0007623 

From Table 11 and Table 12, both the model and the significant variables are well matched. 
Because of that, the two ways RE model DHF rates in West Java for 2018-2023 are 
𝑦!" = 8.4529681 + 0.0045335𝑥#!" + 1.1367811𝑥&!" − 1.0448278𝑥@!" + 𝑢!" (17) 

3.7. Discussion 
The panel data model analysis began with checking all variables’ collinearity with the 

VIF value. Based on Table 3, all four variables have a VIF value under 2, or there is no 
chance each variable has the same value if we proceed. Next, the possible models that can 
be used as the best model, specifically in RE models, were estimated; thus, three models 
were used: one-way individual, one-way time, and two-way re-model. The test results of the 
best models are presented in Table 4 until Table 8. From the results, it can be concluded that 
the most suitable model was the RE model. In addition, all p-values were less than 0.05; 
hence, the best model was the two-way RE model. The final step was determining the 
significance of the variables. The last step is seeking the significance variables; with the 
results from simultaneous and partial tests, only three variables could be concluded in the 
two-way re-model. 

Based on the technical analysis, there was a two-way RE model with three significant 
variables. Even though the two-way model was suitable, the R-squared value was only 17%, 
less than one-way individual and one-way time. From a statistical perspective, this model is 
not good because the three significant variables from collected data over six years cannot 
solve all the DHF cases in West Java. In other words, more variables must be collected to 
close the 83% gap. In addition, besides R-squared, MAPE, MAD, and MSD tests were 
employed to see how good or bad the model in Table 13 is, and the results were similar to 
those of the R-squared. 

This research limitation is that choosing other variables that suit the model is not easy. 
When some variables are collected, the year must be greater than all variables. Thus, not 
only variables are needed even after finding data for six years, obtaining complete data is 
not easy. Even after six years, obtaining complete data is not easy. Even though this is the 
researcher's concern, the researcher believes these three variables can serve as initial steps 
to reduce DHF cases in West Java. 

Table 13. MAPE, MAD, MSD Test 

Test MAPE MAD MSD 
One-Way Individual 136.2191 30.36644 1853.407 
One-Way Time 142.6084 30.48514 1838.291 
Two-Way 139.8960 30.84037 1884.204 
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4. Conclusion 
The perspective analysis obtained from this study illustrates that panel data regression 

does not always conclude with a one-way FE model, two-way FE model, or one-way 
remodel. Obtaining a two-way RE model provides a new perspective on looking at the data 
in more detail individually and over time. This research shows that the dengue fever rate in 
West Java has been very high for the last 5 (five) years, in terms of the province being one 
of the five provinces with the largest rate while the district/city is in the first rank. 

Provincial and district governments are certainly aware of this. Still, from this research, 
there are three main points of concern: the density of the population in an area, the access 
people must clean water, and the need for proper sanitation in every home. The high DHF 
rate over the past five years has shown that the population is overcrowded because the birth 
rate grows yearly while the land needed for housing cannot increase. Furthermore, there is a 
lack of education from various parties about keeping water clean and the importance of 
proper sanitation because West Java province is a more humid and rainier region, so 
mosquitoes prefer this situation. With these results, researchers hope that the government 
can have short-term and long-term programs by paying attention to the aspects found by 
researchers. 

A few variables still limit this study, so the determination of the two-way RE model can 
still be expanded. Recommendations for further research are indicated to expand the 
variables affecting the DHF spread in West Java province. Therefore, more accurate and 
interpretative results can be found based on the perspective of other variables. This research 
is also expected to be a reference for similar research in other provinces in Indonesia, more 
broadly in areas with subtropical climates and similar cases. 
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