
56 EKSAKTA  journal.uii.ac.id/eksakta 
February 2020, Volume 1, Issue 1, 56-63 

Research Article 

Clustering Provinces in Indonesia based on Community 

Welfare Indicators 

Sekti Kartika Dini1,*, Achmad Fauzan1

1 Department of Statistics, Faculty of Mathematics and Natural Sciences, Universitas Islam 

Indonesia 
* Corresponding author: sektidini@uii.ac.id

Received: 5 January 2020; Accepted: 13 February 2020; Published: 15 February 2020 

Abstract: The Preamble of the 1945 Constitution of the Republic of Indonesia explicitly states that the main 
task of the government of the Republic of Indonesia is to advance general prosperity, to develop the nation's 
intellectual life, and to realize social justice for all Indonesian people. Social inequality is a problem that is 

still faced by Indonesian people today. To solve the problem required supporting data analysis as a basis for 
policy formulation. This research was conducted with the aim of clustering provinces in Indonesia based on 
community welfare indicators using K-Means cluster analysis. K-Means cluster analysis is chosen based on 

the variance value (0.101), which is smaller than the variance value in the average linkage cluster analysis 
(0.152). Based on data analysis, provinces in Indonesia are clustered into three where the first cluster consists 

of 21 provinces, the second cluster consists of 3 provinces, and the third cluster consists of 10 provinces. 
Each cluster has different characteristics that can be of concern to the parties concerned to overcome the 
social welfare gap. Besides, in order cluster results are more easily understood, visualization of results is 

added with a Geographic Information System (GIS) using Indonesian maps accompanied by differences in 
color gradations for each cluster. 
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Introduction 

The Preamble of the 1945 Constitution of the Republic of Indonesia explicitly states that the main 
task of the government of the Republic of Indonesia is to advance general prosperity, to develop the nation's 
intellectual life, and to realize social justice for all Indonesian people [1]. 

Meanwhile, according article 1 and 2 of Law No. 11 of 2009 concerning Social Welfare explained 
that social welfare is a condition of fulfilling the life needs of citizens to be able to develop themselves and 
be able to carry out their social functions that can be carried out by the government, regional governments, 

and the community in the form of social services which include: social rehabilitation, social security, social 
empowerment, and social protection [2]  

Social inequality is a problem that is still faced by the Indonesian people, for example, unequal 
education and health facilities, fewer employment opportunities when compared to the workforce, unequally 
on population density and population growth rate, and so forth. The existence of social inequality will have 

an impact on the emergence of other problems. Therefore, a specific strategy is needed to overcome the 
problem of social inequality. 

The government, as a policymaker, certainly requires supporting data as one of the bases for making 

decisions on target. Likewise, the problem of social inequality requires proper data analysis so that it 
produces meaningful information that can be used by the government as a basis for policymaking. The 

availability of relevant information is expected to help the government in determining regional or provincial 
priorities that need attention in social welfare. This is necessary so that in the future social welfare can be 
fairly felt by all Indonesian people. 

Several studies related to social welfare in the regions based on social welfare indicators have been 
carried out. [3] research to clustering regencies and cities in Jawa Tengah based on indicators of people's 

welfare.  
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The welfare indicators used in the study include GDRP per capita, population density, real 
expenditure per capita, the number of poor people, the number of the labor force, life expectancy, and the 
average length of schooling. The study resulted in grouping in 35 regencies and cities in Central Java into 

three groups. The first group consists of 28 regencies and cities with relatively low welfare characteristics. 
The second group consists of 2 regencies and cities that have characteristics of a level of welfare that is 
relatively moderate or better than the first group. 

Meanwhile, the third group is a group with characteristics of a better level of welfare than the other 
two groups. [4] researching to cluster districts and cities in Jawa Barat based on community indicators using 

the K-Means method. This study uses community indicators consisting of population density, labor force, 
population growth rate, the average per capita expenditure, life expectancy, and the average length of 
schooling. Based on the analysis, 27 districts and cities in West Java are grouped into two groups with the 

characteristics of the first group consisting of eight groups with population density, labor force, population 
growth rate, average per capita expenditure, life expectancy, and length of school have more values higher 
than the second group consisting of 19 city and districts. 

a review of the application of K-Means cluster analysis and hierarchical cluster analysis to air 
pollution analysis for 1980-2019 [5]. An interesting presentation of analysis results has an important role so 

that information can be easily understood so that related parties can apply it. One way to present the results 
of data analysis involving regions is to use a Geographic Information System (GIS). Geographic Information 
Systems (GIS) are computer-based tools that can be used to collect, store, manipulate, and display spatial 

information  [6]. GIS can be used effectively to support decision making in various fields such as social, 
economic, health, education, and so on [7]. 

This research is conducted with the aim of clustering provinces in Indonesia based on community 
welfare indicators. Furthermore, cluster results will be visualized through the Geographic Information 
System to be more informative and easily understood. Related parties can use the results of this study as 

supporting information to overcome the problem of social inequality in Indonesia based on priority 
provinces. 

Materials and Methods 

Data 

The data is used in this study are sourced from the publication of Statistics Indonesia (BPS RI), 

namely the public welfare indicator data for 2017 [8]. The welfare indicators used include population 
density, labor force, population growth rate, the average per capita expenditure, figures life expectancy, and 

the average length of schooling from 34 provinces in Indonesia 

Data Analysis 

In general, the data analysis stage used in this study includes cluster analysis and results visualization. 
The detailed stages of data analysis are as follows. 

Cluster Analysis 

Cluster analysis is part of multivariate statistical analysis that is used to group objects based on the 
similarity of characteristics [9]. The characteristic of cluster analysis is that objects in the same cluster will 

have high similarity characteristics, while objects in different clusters will have low similarity characteristics. 

If there are as many as n objects and p variables, then observations with 𝑖 =  1,2,3 ⋯ , 𝑛 and 𝑗 =
 1,2,3, . . . , 𝑝 can be illustrated as follows [4]. 

Table 1. Illustration of the arrangement of observations in cluster analysis 

Variable 1 Variable 2 Variable 3 … Variable p 

Object 1 
Object 2 

⋮ 

X11 
X21

⋮ 

X12 
X22 

⋮ 

X13 
X23 

⋮ 

… 
… 

⋱ 

X1p 
X2p 

⋮ 
Object n Xn1 Xn2 Xn2 … Xnp 

In cluster analysis, distance measurement is used as a measure of similarity approach. The most 
commonly used measure of distance is the Euclidean distance with the following formula [9]. 

𝑑𝑖𝑗 = √∑ (𝑥𝑖𝑘 − 𝑥𝑗𝑘)2𝑝
𝑘=1 (1)
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where, 𝑑𝑖𝑗 : Euclidean distance of the 𝑖𝑡ℎ data object and the 𝑗𝑡ℎ data object, p : number of variables, 𝑥𝑖𝑘: 𝑖th

data object in the kth variable, 𝑥𝑗𝑘 : 𝑗th data object in the 𝑘th variable.  

In general, there are two cluster methods, namely hierarchical cluster analysis and non-hierarchical 
cluster analysis. In hierarchical cluster analysis, clusters are formed by dividing objects iteratively using an 
agglomerative (button-up) or divisive (top-down) approach [10]. The hierarchical cluster analysis consists of 

(1) single linkage, (2) complete linkage, (3) average linkage, (4) centroid linkage, and (5) Ward linkage.
Meanwhile, analysis of non-hierarchical cluster or partitional clustering grouping objects together to 

form a certain number of clusters [5]. One of the non-hierarchical cluster analysis that are often used is K-

Means. Research on the K-Means cluster analysis has been carried out starting from [11], [12] and [13] in 
various fields. 

In this study, the method used average linkage cluster analysis and K-Means cluster analysis. Because 
both of methods use the average size in cluster formation. 

Average Linkage Cluster Analysis 

Average linkage cluster analysis is known as the minimum variance method, where the distance 

between two clusters is determined based on the average distance from each member of one cluster to other 
cluster members [14]. The criteria between the two clusters A and B are as follows [10]. 

𝑑𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝐴, 𝐵) =
1

⌈𝐴⌉⌈𝐵⌉
∑ ∑ 𝑑(𝑎, 𝑏)𝑏𝜖𝐵𝑎𝜖𝐴  (2) 

The mapping of average linkage cluster analysis can be seen in Figure 1. 

Figure 1. Mapping of average linkage cluster analysis 

In general, the algorithm used in average linkage cluster analysis is as follows [15]: 
a. Calculate the minimum distance of two objects

b. Combine two objects with a minimum distance into one cluster
c. Find the distance between clusters using the average value
d. Repeat steps 1-2 until all objects are joined into one cluster

The advantages of this method are (1) there is no need to determine the number of clusters beforehand, 
(2) produces a good visualization that joins the method, (3) uses a dendrogram for graphical representation,
and (4) flexibility regarding the level of granularity. On the other hand, the disadvantages of this method are

(1) not being able to make corrections when separation or merging is made, (2) lack of interpretation related
to cluster description, (3) obscurity of termination criteria (end of the process), and (4 ) A high level of

effectiveness degradation in high-dimensional space [16].

K-Means Cluster Analysis

K-Means Cluster Analysis is one of the non-hierarchical cluster analysis methods used to divide
existing data into one or more clusters [17]. The algorithm used in the K-Means cluster analysis is followed 

[18]. 
a. Determine k, i.e., the number of groups to be formed

b. Generates k centroid (cluster center point) randomly based on available objects as many as cluster k.

Next, to calculate the next 𝑖-centroid cluster, the following formula is used:

𝑣 =
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
𝑛 = 1,2,3, …  (3) 

where, 𝑣 : centroid on the cluster , 𝑥𝑖: 𝑖
𝑡ℎ object, n : the number of objects that are members of the cluster

c. Calculate the distance of each object to each centroid in each cluster using Euclidean Distance (Equation
1)

A
B
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d. Group each data according to the closest distance to the centroid

e. Determine the new centroid position (𝐶𝑘) by calculating the average value of objects in the same centroid

𝐶𝑘 = (
1

𝑛𝑘
) ∑ 𝑑𝑖  (4) 

where, 𝑛𝑘 : number of members in cluster 𝑘, 𝑑𝑖: every member in the cluster 𝑘. 

The advantages of K-Means cluster analysis are (1) the time needed in computing calculations is faster 
and easier when implemented, (2) produces relatively good results in the Convex cluster [19], (3) the 
principle used is simple, (4) K-Means produces high accuracy of the size of the object, this results in this 

algorithm being relatively more scalable and efficient in managing large data, no effect on the order of objects 
[20]. Meanwhile, the disadvantages of this method are (1) it is difficult to determine the number of clusters 

before knowing the optimal number of clusters [21], (2) the initiation of 𝑘 value is done randomly, so the 

grouping of clustered data obtained can also vary, this results if the initiation is not good then the grouping 

obtained is not optimal, (3) the use of 𝑘 random fruit, makes no guarantee in finding the optimal cluster of 

clusters, (4) cannot handle data that has outliers [22]. 
The assumption that needs to be considered in cluster analysis is the absence of multicollinearity on 

the research variables. Multicollinearity is defined as a linear relationship between research variables. To 
find out whether there is multicollinearity among research variables can be based on VIF values. If the VIF 

value of the research variable is less than 10, then there is no symptom of multicollinearity on the research 
variable.  

  𝑉𝐼𝐹𝑖 =
𝑖

1−𝑅𝑖
2       (5) 

Evaluation of Clustering Results 

In determining the best method in cluster analysis, it can use analysis of variance, namely variance 

within cluster (𝑉𝑤) and variance between cluster (𝑉𝑏) [23],[24]. The ideal cluster has a minimum variance 

within cluster that represents homogeneity within the cluster and has a maximum variance between cluster 
that illustrates the heterogeneity between clusters [25].  

The formula for variance within cluster (𝑉𝑤) is as follows [26]. 

      𝑉𝑤 =
1

𝑁−𝑘
∑ (𝑛𝑖 − 1)𝑉𝑖

2𝑘
𝑖=1  (6) 

where, 𝑁: number of objects, 𝑘 : number of clusters, 𝑛𝑖: number of members in  cluster 𝑖𝑡ℎ, 𝑉𝑖
2: variance of

cluster 𝑖𝑡ℎ. 

The formula for variance between cluster (𝑉𝑏), is presented in Equation 7 

    𝑉𝑏 =
1

𝑘−1
∑ 𝑛𝑖(𝑥�̅� − �̅�)2𝑘

𝑖=1       (7) 

where, 𝑘 : number of clusters, 𝑛𝑖: number of members in cluster 𝑖𝑡ℎ, 𝑥�̅�: mean of cluster 𝑖𝑡ℎ, �̅� : mean of all

data.  
Furthermore, to find out the variance of all clusters can be measured by comparing values variance 

within cluster (𝑉𝑤) and variance between cluster (𝑉𝑏) [26]. 

𝑉 =
𝑉𝑤

𝑉𝐵
 (8) 

Visualization of Results 

After the clustering process is obtained, visualization is given using a Geographic Information System 

(GIS). Making visualizations using the R program with packages GISTools, sp, OpenStreetMap, raster, and 
rJava [27]. 

Various previous studies have used GIS in research, including Bunch, that uses GIS in spatial 

planning and environmental management [6]. Harahap in applying GIS for zoning fishing routes in the 
waters of Kalimantan Barat [28] and Grace is doing research related to GIS in determining health facilities 
[7]. 

Results and Discussions 

Data Description 

A descriptive analysis of the research variables is presented in Table 2. 
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Table 2. Description of research variable data 

Variables 
Data Summary 

Minimum 
Value 

Mean 
Maximum 

Value 
Population Density (per km2) 

Labor Force 
Population Growth Rate (%) 
The Average per Capita Expenditure (Rp) 

Life Expectancy (Years) 
The Average Length of Schooling (Years) 

9 

330731 
0.64 

935538 

64.34 
6.27 

727 

3766551 
1.76 

1303697 

69.41 
8.26 

15624 

22391003 
3.9 

1997446 

74.74 
11.02 

The six variables used in this study have different units. Therefore, to do cluster analysis, it is necessary to 
standardize. 

Multicollinearity Assumption Check 

Before a cluster analysis is performed, it is necessary to check whether there are multicollinearity 

symptoms in the research variable based on the VIF value (see Equation 4). VIF values for each variable 
can be seen in Table 3.  

Table 3. VIF value for the research variable 

Variables VIF Value 
Population Density (per km2) 

Labor Force 
Population Growth Rate (%) 
The Average per Capita Expenditure (Rp) 

Life Expectancy (Years) 
The Average Length of Schooling (Years) 

2.381 

1.868 
1.763 
2.377 

1.866 
1.976 

Based on Table 3, it is known that the VIF value for all study variables is less than 10. Thus, it can be 
concluded that there is no multicollinearity among the research variables used so that that cluster analysis 

can be carried out. 

Cluster Analysis 

a. The Cluster Members
In cluster analysis using average linkage obtained three clusters consisting of 30 provinces in the first 

cluster, 1 province in the second cluster, and 3 provinces in third cluster. Meanwhile, the K-Means cluster 
analysis produced 3 clusters with members of 21 provinces in the first cluster, 3 provinces in the second 

cluster, and 10 provinces in the third cluster. Members of each cluster can be seen in Table 4. 

Table 4. The member of each cluster 

Cluster The member of cluster based on Average Linkage 
Clustering Analysis 

The member of cluster based on 
K-Means Cluster Analysis

1 Aceh, North Sumatera, West Sumatera, Riau, Jambi, 
South Sumatera, Bengkulu, Lampung, Bangka Belitung, 
Riau Islands, D.I. Yogyakarta, Banten, Bali, West Nusa 

Tenggara, East Nusa Tenggara, West Borneo, Central 
Borneo, South Borneo, East Borneo, North Borneo, 

North Sulawesi, North Sulawesi, South Sulawesi, 
Southeast Sulawesi, Gorontalo, West Sulawesi, Maluku, 
North Maluku, West Papua, Papua. 

Aceh, North Sumatera, West 

Sumatera, Jambi, South 
Sumatera, Bengkulu, Lampung, 
West Nusa Tenggara, East Nusa 

Tenggara, West Borneo, Central 
Borneo, South Borneo, Central 

Sulawesi, South Sulawesi, 
Southeast Sulawesi, Gorontalo, 
West Sulawesi Maluku, North 

Maluku, West Papua, Papua. 

2 DKI Jakarta 
West Java, Central Java, East 
Java, Riau, Bangka Belitung, 

Riau Islands, DKI Jakarta, D.I. 
Yogyakarta. 

3 West Java, Central Java, East Java 
Banten, Bali, East Borneo, North 
Borneo, North Sulawesi. 
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b. Evaluation of Clustering Results

Based on Equation 8, the variance obtained for each cluster analysis, as follows: 

- Average linkage cluster analysis

𝑉 =
𝑉𝑤

𝑉𝐵
=  0.152 

- K-Means cluster analysis

𝑉 =
𝑉𝑤

𝑉𝐵
 = 0.101 

Thus, it is known that the K-Means cluster analysis variance value is smaller than the average linkage cluster 
analysis variance value so that the clustering provinces in Indonesia based on the community welfare 

indicator used in this study is K-Means cluster analysis. 

c. Cluster Characteristics

The characteristics of each cluster are described in Table 5. 

Table 5. The average value of the variables in each cluster 

Variables Cluster 1 Cluster 2 Cluster 3 
Population Density (per km2) 
Labor Force 
Population Growth Rate (%) 

The Average per Capita Expenditure (Rp) 
Life Expectancy (Years) 

The Average Length of Schooling (Years) 

96 
2094333 

1.72 

1223834 
67.94 

7.97 

1074 
20446443 

0.98 

1100754 
72.45 

7.58 

1948 
2274241 

2.07 

1532292 
71.59 

9.07 

Cluster 1 

Based on Table 5, it is known that the first cluster is the province with the population density, labor 
force, and life expectancy, which the lowest value compared to the other clusters. Meanwhile, the rate of 
population growth, the average expenditure per capita, and the average length of school with a higher value 

than the provinces in the second cluster. Provinces in this cluster can be provinces that should receive special 
attention from related parties in terms of community welfare. 

Cluster 2 

The province in the second cluster is the province with the population density, labor force, and life 

expectancy, which the highest value compared to other clusters. On the other hand, in terms of population 
growth rate, the average expenditure per capita and the average length of schooling of the provinces in this 

cluster have the lowest value compared to the provinces in other clusters. The province in this cluster is 
centered on the Jawa island, which needs to get special attention on several aspects of social welfare by 
related parties. 

Cluster 3 

The third cluster consists of provinces with the highest values of population growth rate, per capita 
expenditure and an average length of school compared to other clusters. Meanwhile, for population density, 

the number of the labor force, and the life expectancy of the province in this cluster is still in the medium 
when compared to the provinces in other clusters. 

Visualization of Cluster Results 

Based on the research method, after obtaining the cluster results, visualization of clustering is done 

using the R program in Figure 2. 
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Figure 2. Visualization of cluster results 

From Figure 2., the areas with colors according to the cluster results obtained are presented. The red 
color states cluster 1 which consists of 21 provinces (61.76%), cluster 2 is visualized with a bright red color 

consisting of 3 provinces (8.82%), while the other is cluster 3. When seen at a glance, in general, the 
provinces in Indonesia are still categorized to receive special attention by the parties concerned in terms of 

public welfare. 
After it is known that clustering is based on community welfare indicators in each province, further 

research can be done related to the dominant factors of each province. Not only that, but it can also be 

continued with more detailed levels, namely the spatial effects of each region. Research conducted can use 

the Spatial Error Model (SEM), the Spatial Lag Model (SAR), the Spatial Autoregressive Moving Average 

(SARMA), or the Spatial Data Panel. 

Conclusion 

Based on the analysis, the results of clustering 34 provinces in Indonesia with indicators of community 

welfare consisting of six indicators obtained the best method using K-Means cluster analysis. K-Means 

cluster analysis was chosen because it is based on a variance value (0.101) which is smaller than the Average 

Linkage Clustering variance value (0.152). In addition, it is known that the welfare of the people in Indonesia 

is still uneven. This can be seen in the characteristics of each cluster. Each cluster has different priorities in 

the area of welfare, which need to be considered or improved by related parties. Provinces in the first cluster 

can be a priority in many aspects of welfare for the government so that welfare can be felt fairly by the 

community. Meanwhile, provinces in the second and third groups still need attention in several aspects of 

community welfare. Cluster visualization in the form of a map of Indonesia is expected to make it easier to 

describe the general condition of the welfare of provinces in Indonesia. 
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