Comparison of the Naïve Bayes Classifier and Decision Tree J48 for Credit Classification of Bank Customers
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Abstract: The bank conducts an analysis or survey in the credit system to determine whether the customer is eligible to receive credit. With a case study of Bank BJB debtor data in December 2021, credit classification analysis was carried out by forming a model using the Naïve Bayes Classifier and Decision Tree J48. Thus it is expected to minimize the occurrence of bad loans. The data are divided into several categories: debtors with good, substandard, doubtful, and bad credit. The analysis was carried out using a 10-fold cross-validation model, where the results obtained from both tests, the highest accuracy value was the Decision Tree J48 of 78.26%. While the Naïve Bayes Classifier has a lower level of accuracy, the prediction results tend to be better than the Decision Tree J48. The prediction results with the Naïve Bayes Classifier can predict all classes and the most influential variable in classifying credit is the loan term.
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Introduction
Credit has a meaning in the form of a trust where the meaning of the word credit comes from the word credere. Faith means that if someone gets credit, they have earned trust. Meanwhile, for lenders, it means giving confidence to creditors that the money given with the aim of lending will return [1].

To make credit, banks apply the principle when conducting credit analysis to avoid problems in credit activities such as bad loans. In general, credit analysis is carried out based on the 5C code. The values included in the 5C principle have the customer’s ability (Capacity), capital owned (Capital), the customer’s economic condition (Condition), and guarantees provided (Collateral) [2].

The 5C principle does not necessarily make banks avoid problems in credit activities. One of the things that will happen to credit activities is bad credit. Credit can be harmful if the debtor does not meet the pre-agreed conditions [3].

To avoid bad credit, the bank must analyze credit data first. From these problems, the authors want to research credit classification analysis with a case study on BJB Bank debtor data in December 2021 using the Naïve Bayes Classifier and Decision Tree J48. According to [4] is considered to have good potential in terms of accuracy and efficiency in computation compared to other classification methods. Meanwhile, the Decision Tree J48 was chosen as a comparison method because the classification with the Decision Tree J48 can take a complex decision into a simpler one, making it easy for the decision-making process.

In 2020, Ketjie et al. compares the Nave Bayes method and the C4.5 algorithm to predict credit card submission. Age, gender, recent education, marital status, number of dependents, type of company, monthly income, and salary slip are among the criteria used to make decisions. The final result discovered that both methods are relatively similar [5].

Materials and Methods
Materials
The data used in this study is secondary data obtained directly from the Bank BJB. The data were from Bank BJB’s nominative loan debtors in December 2021. This study uses quantitative data, which is...
then processed and analyzed to obtain each method’s classification and prediction classes. The variables used in this study are age, loan amount, loan term, and collectibility, with a sample of 575 records divided into train and test data. Data distribution uses 80% for train and 20% for test data. This study will classify data by comparing two methods, Naïve Bayes Classifier and Decision Tree J48.

**Naïve Bayes Classifier**

The Naïve Bayes classifier is a fairly simple probabilistic classification method. The calculation carried out in this method is on a set of opportunities by adding up the frequency and combination of values from the dataset owned. The Naïve Bayes Classifier method assumes that each variable in each category is independent of the other [6].

Classification capabilities in Naïve Bayes are based on the Bayes theorem. In addition, the Naïve Bayes Classifier can also be said to be a method for making predictions in the future based on previous experience [7]. Based the Bayes theorem formula can be written as follows:

\[
P(H|X) = \frac{P(X|H)P(H)}{P(X)}
\]  

where:

- \( X \) : unknown class data
- \( H \) : hypothesis from data \( X \), whose class specifications are known
- \( P(H|X) \) : the probability of conjecture \( H \) based on state \( X \) (posterior probability)
- \( P(H) \) : the probability of conjecture \( H \) (prior probability)
- \( P(X|H) \) : the probability of \( X \) based on the state of the conjecture \( H \)
- \( P(X) \) : the probability of \( X \)

**Decision Tree**

The decision tree is a method with the basic concept of turning data into a decision tree and its rules. The selected variable will result in a constraint with the same data, and a simple decision tree can be generated with fewer iterations. This decision tree is based on rules that aim to divide the number of populations with heterogeneous properties into more detailed and homogeneous characteristics [8].

![Figure 1. Illustration of decision tree [9]](image)

Generally, the decision tree method is a top-down solution search strategy. In classifying unknown data, a test value will be carried out on the attribute value by tracking the track from the root (root node) to the leaf (end node) then class predictions will be made on the new data. In short, the decision tree is a classification method used in text mining [10].

One of the Decision Tree algorithms is C4.5, developed by Quinlan. Quinlan’s C4.5 algorithm transforms J48 into a trimmed C4.5 decision tree. Every aspect of the information must be divided into minor subsets to decide. J48 examines the standardized data gain that indeed the results of splitting the information by selecting an attribute. To summarize, the acquired attribute extreme standardized data is used. The algorithm finds the minor subsets. If a subgroup has a place with a similar class in all instances, the split strategies end. J48 creates a decision node based on the class’s expected estimations. It can handle
specific characteristics, lost or missing attribute estimations, and varying attribute costs. Pruning can improve its accuracy in this case [11].

The following are the steps in the J48 algorithm [12]:

**Step 1:** If the instances belong to the same class, the leaf is labeled with a similar category.

**Step 2:** For each attribute, the potential data will be calculated, and the data gained from the attribute test will be calculated.

**Step 3:** The best attribute will be chosen based on the result in Step 2.

J48 algorithms focus on some essential factors of a decision tree, such as entropy, information gain, and information gain ratio [13].

1. **Entropy**

   Entropy is a quantitative measure of system disorder. It calculates a dataset’s homogeneity to divide it into several classes. If the resulting category contains similar data, the entropy is zero; if the resulting class is equally divided into two datasets, the entropy is one. On the other hand, it measures the impurity of the dataset, which means that the higher the entropy value, the more information content.

   \[
   Entropy = \sum_{i=1}^{c} p_i \log p_i
   \]

2. **Information Gain**

   The information gain metric is used to assess the purity or homogeneity of a dataset. The concept of information gain describes how data can be distributed concerning a response variable. If the information gain is high, the variable is more informative and should be considered for the root node. Information gain divides the dataset based on an attribute with lower entropy. Find the highest information gain attribute in the decision tree that divides the dataset into more homogeneous classes or sub-datasets.

   \[
   Gain(S,A) = Entropy(S) - \sum_{i=1}^{n} \frac{|S_i|}{|S|} * Entropy(S_i)
   \]

   where:

   \(\{S_1, ..., S_i, ..., S_N\}\) : partition of \(S\) according to the value of attribute \(A\)

   \(n\) : number of attribute \(A\)

   \(|S_i|\) : the number of cases in the section \(S_i\)

   \(|S|\) : total number of cases in \(S\)

3. **Information Gain Ratio**

   Information gain does not apply to high branch attributes. The info gain ratio reduces the bias of information gain. When data is evenly divided, the resulting gain ratio value is significant and small when data belongs to only one class. The number and size of an attribute’s branches are also considered when calculating the gain ratio. It removes the bias of information gain by using the intrinsic information of an attribute split.

   \[
   IntrinsicInfo(S,A) = -\sum \frac{|S_i|}{|S|} \log_2 \frac{|S_i|}{|S|}
   \]

   If an attribute’s intrinsic value is high, it is less informative or essential. Less intrinsic values for an attribute increase its importance.

   \[
   GainRatio(S,A) = \frac{Gain(S,A)}{IntrinsicInfo(S,A)}
   \]

**Results and Discussions**

**Data**

The variables used are age, loan amount, loan term, and collectibility. Furthermore, the transformation is carried out by changing the data type from numeric to the interval. The description of the data set is defined in Table 1.
Table 1. Transformation Result

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Category</th>
<th>Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loans (rupiah)</td>
<td>0 – 150,000,000</td>
<td>P1</td>
</tr>
<tr>
<td></td>
<td>150,000,001 – 300,000,000</td>
<td>P2</td>
</tr>
<tr>
<td></td>
<td>300,000,001 – 450,000,000</td>
<td>P3</td>
</tr>
<tr>
<td></td>
<td>450,000,001 – 600,000,000</td>
<td>P4</td>
</tr>
<tr>
<td></td>
<td>&gt;600,000,000</td>
<td>P5</td>
</tr>
<tr>
<td>Age</td>
<td>28 – 36</td>
<td>U1</td>
</tr>
<tr>
<td></td>
<td>37 – 45</td>
<td>U2</td>
</tr>
<tr>
<td></td>
<td>46 – 54</td>
<td>U3</td>
</tr>
<tr>
<td></td>
<td>55 – 63</td>
<td>U4</td>
</tr>
<tr>
<td></td>
<td>63 – 73</td>
<td>U5</td>
</tr>
<tr>
<td>Loans term (year)</td>
<td>1 – 5</td>
<td>W1</td>
</tr>
<tr>
<td></td>
<td>6 – 10</td>
<td>W2</td>
</tr>
<tr>
<td></td>
<td>11 – 15</td>
<td>W3</td>
</tr>
<tr>
<td></td>
<td>16 – 20</td>
<td>W4</td>
</tr>
<tr>
<td>Collectibility</td>
<td>1 (good)</td>
<td>K1</td>
</tr>
<tr>
<td></td>
<td>2 (substandard)</td>
<td>K2</td>
</tr>
<tr>
<td></td>
<td>3 (doubtful)</td>
<td>K3</td>
</tr>
<tr>
<td></td>
<td>4 (bad)</td>
<td>K4</td>
</tr>
</tbody>
</table>

Descriptive Statistics

By conducting a descriptive analysis, a general description of the collectibility of debtors at Bank BJB was obtained in December 2021.

Table 2. Descriptive Statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>Minimum</th>
<th>Average</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loans</td>
<td>2,183,554</td>
<td>135,268,893</td>
<td>671,626,121</td>
</tr>
<tr>
<td>Age</td>
<td>28</td>
<td>50</td>
<td>73</td>
</tr>
<tr>
<td>Loans term</td>
<td>2</td>
<td>11</td>
<td>20</td>
</tr>
</tbody>
</table>

Based on Table 2, it is found that the debtor with the largest loan is Rp. 671,626,121, while the lowest loan is Rp. 2,183,554. The longest period is 20 years, and the minimum is two years. Meanwhile, the explanation of the collectibility variable can be seen in the following graph.

Figure 1. BJB Bank Debtor Collectibility

Figure 1. shows that in December 2021, the credit at Bank BJB was very healthy and stable, as seen from the number of debtors who were in class K1 (good) compared to class K3 (doubtful) and K4 (bad).
Naïve Bayes Classifier Analysis

Table 3. provides precise accuracy by class of NBC. Furthermore, Table 4. illustrates the classification based on NBC.

**Table 3. Detailed Accuracy by Class of NBC**

<table>
<thead>
<tr>
<th>Class</th>
<th>TP rate</th>
<th>FP rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>MCC</th>
<th>ROC area</th>
<th>PRC area</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>0.714</td>
<td>0.137</td>
<td>0.750</td>
<td>0.714</td>
<td>0.732</td>
<td>0.584</td>
<td>0.946</td>
<td>0.908</td>
</tr>
<tr>
<td>K2</td>
<td>0.744</td>
<td>0.306</td>
<td>0.593</td>
<td>0.744</td>
<td>0.660</td>
<td>0.425</td>
<td>0.835</td>
<td>0.729</td>
</tr>
<tr>
<td>K3</td>
<td>0.000</td>
<td>0.009</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.022</td>
<td>0.802</td>
<td>0.149</td>
</tr>
<tr>
<td>K4</td>
<td>0.583</td>
<td>0.066</td>
<td>0.700</td>
<td>0.583</td>
<td>0.636</td>
<td>0.555</td>
<td>0.943</td>
<td>0.838</td>
</tr>
<tr>
<td>Weighted average</td>
<td>0.661</td>
<td>0.179</td>
<td>0.642</td>
<td>0.661</td>
<td>0.647</td>
<td>0.487</td>
<td>0.896</td>
<td>0.787</td>
</tr>
</tbody>
</table>

**Table 4. Confusion Matrix of NBC**

<table>
<thead>
<tr>
<th>Actual</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>30</td>
<td>12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K2</td>
<td>8</td>
<td>32</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>K3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>K4</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 3. shows the model evaluation values for each collectibility class. It can be seen that the accuracy value for each class is quite good, except for K3. In addition, Table 4. issues the characteristics of prediction results.

1. The decision tree has classified 30 K1 objects as K1, and 12 as K2, leading to 12 misclassifications.
2. The decision tree has classified 32 K2 objects as K2 and eight as K1, leading to 8 misclassifications.
3. The decision tree has classified 0 K3 objects as K3 and three as K2 and K4, leading to 6 misclassifications.
4. The decision tree has classified 14 K4 objects as K4, two as K1, seven as K2, and one as K3, leading to 10 misclassifications.

From the prediction results obtained, the accuracy rate of NBC in the classification success is 66.09%.

**Decision Tree J48 Analysis**

The decision tree using the J48 algorithm gives the result that from the model formed, the tree size is 10 and 8 decision rules, which can be written as follows:

1. IF loans term = W1 THEN class = K1
2. IF loans term = W2 AND loans = P1 THEN class = K1
3. IF loans term = W2 AND loans = P2 THEN class = K2
4. IF loans term = W2 AND loans = P5 THEN class = K1
5. IF loans term = W2 AND loans = P3 THEN class = K1
6. IF loans term = W2 AND loans = P4 THEN class = K1
7. IF loans term = W3 THEN class K2
8. IF loans term = W4 THEN class K4

In addition, the prediction results of the classification using the J48 algorithm can be described in the Table 5 and 6.
Table 5. Detailed Accuracy by Class of Decision Tree J48

<table>
<thead>
<tr>
<th>Class</th>
<th>TP rate</th>
<th>FP rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>MCC</th>
<th>ROC area</th>
<th>PRC area</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>1.000</td>
<td>0.151</td>
<td>0.792</td>
<td>1.000</td>
<td>0.884</td>
<td>0.820</td>
<td>0.957</td>
<td>0.923</td>
<td>K1</td>
</tr>
<tr>
<td>K2</td>
<td>0.744</td>
<td>0.194</td>
<td>0.696</td>
<td>0.744</td>
<td>0.719</td>
<td>0.543</td>
<td>0.827</td>
<td>0.683</td>
<td>K2</td>
</tr>
<tr>
<td>K3</td>
<td>0.000</td>
<td>0.000</td>
<td>?</td>
<td>0.000</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>0.113</td>
<td>K3</td>
</tr>
<tr>
<td>K4</td>
<td>0.667</td>
<td>0.000</td>
<td>1.000</td>
<td>0.667</td>
<td>0.800</td>
<td>0.783</td>
<td>0.900</td>
<td>0.806</td>
<td>K4</td>
</tr>
<tr>
<td>Weighted average</td>
<td>0.783</td>
<td>0.128</td>
<td>?</td>
<td>0.783</td>
<td>?</td>
<td>?</td>
<td>0.886</td>
<td>0.767</td>
<td></td>
</tr>
</tbody>
</table>

Note: “?” indicates that both of TP and FP has 0 values

Table 6. Confusion Matrix of Decision Tree J48

<table>
<thead>
<tr>
<th>Actual</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>42</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K2</td>
<td>11</td>
<td>32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K3</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K4</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 5. shows that each evaluation value of the model for the collectibility of K1, K2, and K4 is quite good. Nevertheless, in K3, there is a “?” result. This condition is because, for this same class, the TP and FP values are 0. It seems that J48 did not assign any observations to this class. Meanwhile, the confusion matrix in Table 6. provides the following information:

1. The decision tree has classified 42 K1 objects as K1.
2. The decision tree has classified 32 K2 objects as K2 and 11 as K1, leading to 11 misclassifications.
3. The decision tree has classified 0 K3 objects as K3 and six as K2, leading to 6 misclassifications.
4. The decision tree has classified 16 K4 objects as K4 and eight as K2, leading to 8 misclassifications.

Based on the classification results for each class, it is obtained that the overall value of the Decision Tree classification accuracy using the J48 algorithm is 78.26%.

Comparison of the Accuracy

The test model for the two methods divides the determined data based on iterations carried out using the K-Fold Cross Validation model, where the iterations used are ten times [14]. With this data sharing method, the existing data will be divided into ten folds, with each part having the same size. Thus, ten subsets of data will be used to evaluate the performance of the model or algorithm. The results of the tests are concluded and described in Figure 2.

![Figure 2. Comparison of Accuracy](image-url)
From testing the two methods using the confusion matrix, it was obtained that the highest accuracy value was classification using the Decision Tree J48, which was 78.26%. For classification that is done using the Naïve Bayes Classifier, it has a lower accuracy rate of 66.09%. From the results of the comparison of accuracy obtained, it can be concluded that the best method according to the level of accuracy is the Decision Tree J48. However, as seen from the prediction results in Table 5., the Naïve Bayes Classifier method is the best. The Naïve Bayes Classifier is said to be good because, based on the prediction results made in both ways, the Naïve Bayes Classifier can predict all classes, compared to the Decision Tree J48, which can only indicate three categories. Therefore, the Naïve Bayes Classifier predicts better than the Decision Tree J48.

Feature Selection

After obtaining the best model, the feature selection step is carried out using the Correlation Attribute Evaluation method to determine the percentage level of the most influential variable. Correlation Attribute Evaluation is a feature selection method that uses a ranking search method. Correlation Attribute Evaluation pays attention to the target class. Pearson’s Correlation Method measured the correlation between each attribute and the target class[15]. Each value acts as an indicator by considering the nominal characteristics in the value base.

![Ranked Attributes](image)

**Figure 3. Ranked of Attributes**

Figure 3. presents the result of feature selections where the purpose of feature selection in this study is to find the most influential variables. The output displayed is a ranking of features or variables. A variable is said to be the most significant if the ranked level obtained is close to 1. The output shows that the most influential variable in the Naïve Bayes Classifier is the loans term variable with a weight of 0.359.

Conclusion

The tests were performed by dividing the data using a 10-fold cross-validation model and the confusion matrix accuracy method. The results obtained from both tests using the Naïve Bayes Classifier and Decision Tree J48, namely the tendency of the highest accuracy value of the test is to use the Decision Tree J48, which is 78.26%. However, the Naïve Bayes Classifier tends to be better than the Decision Tree J48. In the prediction results with the Naïve Bayes Classifier, all classes can be predicted, while only three categories can be expected in the Decision Tree J48. Therefore, Naïve Bayes Classifier is the best method, and the weight order of each variable or feature is loans term, loans, and age.
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