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Abstract: The train at this time has become one of the most popular public transportation for medium and long-

distance travel. The number of train passengers is difficult to predict during the holiday season. This study aimed 

to predict the number of train passengers using the Seasonal Autoregressive Integrated Moving Average 

(SARIMA) method. The stages used in this study include (1) dataset preparation, (2) preprocessing data, and 

(3) experimental testing and methods. The SARIMA model obtained is ARIMA(2,1,0)(0,1,2)[12] with an AIC 

value of 2379,265. A diagnostic model was carried out, and it was found that the model is quite good. So, the 

SARIMA method used in predicting passengers is accurate. 

 

Keywords: Density-Based Spatial Clustering of Application  Noise (DBSCAN), Quadrant Method, Ripley's K-
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Introduction 

One of the vehicles of transportation used by the community to travel across cities or provinces is the train. Many 

indicators are used to describe Indonesia's economic conditions, but most of these indicators are released by the Central 

Statistics Agency (BPS) with a time lag. One of the strategic indicators that have a domino effect on other economic 

sectors is the number of train passengers[1] . The train has existed across the Java and Sumatra islands and has even 

become one of the most popular forms of transportation. According to a report from the Ministry of Transportation on 

the Java island in 2020, there are around 463 stations that serve the boarding/descending of train passengers [2]. 

One of the vehicles of transportation used by the community to travel acoss ciies or provinces is the train. 

Many indicators are used to describe Indonesia’s economic conditions, but most of these indicators are released 

by Central Statis Agency with a time lag. On eof strategic indicators that have adoino effect on other economic 

sectors is the number of train passenger. The train has existed across the Java and Smatra Islands and has even 

become one of the most popular forms of transportation. According to a report from the Ministry of 

Transportation on the Java Islan in 2020, there are around 463 stations that serve the boarding/descending of 

train passenger.  

Along with the many enthusiasts of rail transportation, especially in Java, the prediction of the number of train 

passengers has become very important. Considering the aspects of price, comfort, security and so on, trains are 

still the choice for most Indonesian people. The train is one of the modes of transportation-oriented to the public 

interest and its customers. With its advantages, rail transportation is one of the products chosen by most 

Indonesian people [3].  

Many indicators are used to describe Indonesia's economic conditions, but most of these indicators are released 

by the Central Statistics Agency (BPS) with a time lag. One of the strategic indicators that have a domino effect 

on other economic sectors is the number of train passengers. We are modelling to see the number of Train 

Passengers in Java using the past data to create/determine historical patterns of data to extrapolate these patterns 

in the future. While research related to forecasting the number of train passengers in Indonesia, Katabba (2021) 
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uses the SARIMA model (0,1,1) (2,1,1)12 and Arianto (2017) uses the ARIMA Box-Jenkins model (1,1, 12) in 

forecasting the actual value of the number of train passengers [1], [4], [5] .   

The Seasonal Autoregressive Integrated Moving Average (SARIMA) method is a method that ignores 

independent variables in forecasting [6]. The SARIMA method has a dependent variable consisting of past and 

present data, which results in short-term forecasting[7]. The SARIMA method is a technique that observes 

changes in the dependent data and in a short period[8]. The plot will be flat (flat/constant) if the period is long 

enough. The SARIMA method uses past and present data from the dependent variable to produce accurate short-

term forecasts [7]. The SARIMA method is under observations from time series (time series), which are 

statistically related (dependent)[9].  

Various research topics have been carried out to find how much the train passengers have increased, including 

using the Artificial Neural Network Method and SARIMA to estimate the number of train passengers in 

Indonesia. This research will help the government make appropriate improvements in the railway system for the 

future and evaluate potential losses due to COVID -19 [10]. By Using this algorithm. It is found that the root 

means squared error (RMSE) using Backpropagation Artificial Neural Network is smaller than SARIMA 

(2,1,0)(0,1,2)12. Evelina et al.'s research in 2013 was regarding the "Exponential Smoothing Holt-Winters 

Algorithm for predicting the number of passengers for the Medan-Rantau Prapat train" [9]. This algorithm can 

only produce up to 40% accuracy using the Seasonal Addition Method. Irma Eliza has developed “Predictions of 

the Number of Passengers Airplane PT. Angkasa Pura II Sultan Syarif Kasyim II Airport Pekanbaru Using the 

ARIMA Algorithm (0,1,1)” in 2011[10]. This study has the same pattern of forecasting results as the actual 

pattern. It produces an accuracy of 76.26% with only 72 data, so the level of accuracy will increase. Sinyo et al. 

have developed "Passenger Prediction at Manado's Sam Ratulangi International Airport Using the ARIMA 

Algorithm (1,1,1)" in 2015[11]. This research can produce a reasonable prediction accuracy rate of 80.12%. 

Then the research of Jie et al. in 2017 has developed the Wavelet-ARIMA Algorithm to predict Beijing City 

Railway traffic [12]. The wavelet-ARIMA model can achieve an accuracy of 96%. Furthermore, the ARIMA-

RBF Algorithm predicted the amount of rail traffic in the city of Jiuran-He and Si in 2013 [13]. This study uses 

the MAPE accuracy-test evaluation model, which can achieve a high level of accuracy, namely 98%. Then 

research was conducted using the SARIMA algorithm to predict vehicle traffic flow in the city of Bandung Billy 

and Lester in 2003[14]. The SARIMA algorithm can produce a higher level of accuracy, which is 91.4%, 

compared to the Random walk model, which is 89.6%. Regarding the above problems, this study this study aims 

to predict the number of train passengers on the island of Java using the SARIMA method. This method can 

indicate extensive data, produce accurate short-term predictions, be efficient in predicting time series, and deal 

with seasonal data trends where the number of passengers changes every day.  

 

Materials and Methods 

Participant 

The data used is data on the number of train passengers on the island of Java from the Indonesian Central 

Statistics Agency [15]. The amount of data used is 168 data from January 2006 to December 2019. The dataset 

consists of one column, namely the column for the number of passengers in thousand units. 

 

Instrument 

The method used is the SARIMA method (Seasonal Autoregressive Integrated Moving Average) which is 

an extension of the ARIMA method[15]. SARIMA is a method that ignores independent variables in forecasting 

[8]. Forecasting used or used is a parameter for forecasting a particular case that occurs. The SARIMA method 

is based on a variable's values that have occurred in the past [16]. SARIMA, which produces a prediction or 

prediction, is synthetic modelling based on data patterns that have been obtained historically. Then, the data in 

the past is used to create/determine historical patterns of data, which will then be used to extrapolate these 

patterns in the future [17]. 

ARIMA is also known as the Box-Jenkins time series method. ARIMA models are divided into three 

groups, including: 

Autoregressive Model (AR), expressed as follows: 

𝑿t = 𝝁′+𝝓₁𝑿ₜ₋₁ + 𝝓₂𝑿ₜ₋₂ + … +𝝓ₚ𝑿ₜ₋ₚ+eₜ eq. 1 
 

Moving Average (MA), expressed as follows: 
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𝑋𝑡 = 𝜇′ + 𝑒𝑡 − 𝜃1𝑒𝑡−1 − 𝜃2𝑒𝑡−2 − 𝜃𝑞𝑒𝑡−𝑘 eq. 2 

 

The mixed model, the general model for a pure AR(1) and pure MA(1) process mixture, is expressed as follows: 

𝑿ₜ = 𝝁′₊𝝓₁𝑿ₜ₋₁ ₊ eₜ˗𝜃₁eₜ˗₁ 

Or  

(1 - 𝝓₁B)𝑿ₜ = 𝜇′₊(1-𝜽₁B)eₜ 

 

eq. 3 

In SARIMA modelling, the method we used was SARIMA with degrees AR (p), degrees of difference (d), and 

degrees MA (q). The model written in SARIMA can be written as (p, d, q), which has the general form as follows 

[14]. 

𝒀ₜ = 𝞪 + 𝛽₁𝒀ₜ₋₁ + 𝛽₂𝒀ₜ₋₂ + … + 𝛽ₚ𝒀ₜ₋ₚ𝜖ₜ + 𝝓₁𝜖ₜ₋₁ + 𝝓₂𝜖ₜ₋₂ + … 𝝓𝑞𝜖ₜ₋𝑞 eq. 4 

The modelling of SARIMA is basically divided into several stages, including Identification of the model, 

estimation of its parameters, testing for the model and diagnostics of the ARIMA [18].  

A way to identify seasonal models is by checking the autocorrelation and partial autocorrelation of the 

system. The steps for identifying modelling include the following: 

1. Making a plot to check whether the seasonal pattern is in the seasonal pattern or not 

2. Perform stationarity on the data. The function of the existence of stationarity in the data is to see whether 

the data is stationary in its variation or stationary in its mean. In this case, if it is standing in its normal, it 

must be different and vice versa. A transformation must be carried out if it is not static in its variation. 

3. Plot the ACF and PACF. This is done to see if the data created is stationary after the differencing process 

is carried out or after the transformation process is carried out. And another use of plotting on ACF and 

PACF is to predict a possible model following the data used. 

In time-series data, there are several patterns, namely trend patterns, horizontal patterns, cyclical patterns and 

seasonal patterns. The SARIMA method uses seasonal data patterns, which are repeated in a fixed time interval. 

Identify seasonal patterns using autocorrelation on two or three time-lags significantly different from zero for 

static data [19]. Autocorrelation, which is substantially different from zero, indicates the presence of a pattern 

in the data. One must look at the high autocorrelation to recognize the existence of seasonal factors. To deal 

with seasonality, the short standard notation is: 

ARIMA (p,d,q) (P,D,Q)s 

 
eq. 5 

where: 

(p,d,q)  :  the non-seasonal part of the model 

(P,D,Q)  : seasonal part of the model 

 S  : number of periods per season 

There are two basic ways to get these parameters:  

a. Trial and error by testing several different values and selecting the one value that minimizes the sum of 

squared residuals. 

b. Iterative refinement, selecting an initial estimate and then letting the computer program refine the estimate 

iteratively. 

 

Result and Discussion  
Decomposition of Time Series 

Decomposition Time Series is to parse a time series and separate it into its constituent components, 

which are often trend, random, and seasonal components. In R programming, the 

plot(decompose(data_ts)) command is used. After executing this line of code, it will produce a plot, as 

shown in Figure 1. The time series is not stationary due to seasonal and trend effects. 
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Figure 1. Decomposition of Time Series 

Stationary Test 

Stationary is a time-series data that tends to move toward the mean and variance. The number of train 

passengers dataset on Java island was initially not stationary. This is reflected in the graph in Figure 3, so it is 

necessary to do differencing logs. The Augmented Dickey-Fuller (ADF) test is carried out for the differencing 

record to be carried out correctly. The ADF test is carried out on time-series data to determine whether the time 

series data is stationary. The ADF test was carried out on the dataset so that the p-value of the ADF test was 

0.745, where the p-value was more significant than 0.05, meaning that it failed to reject the null hypothesis or the 

dataset was not stationary. In other words, time-series data is time-dependent and does not have constant variance 

over time. This is following Figure 2. Then do differencing logs, and check the dataset with the ADF test. The p-

value is 0.01, where the p-value is less than 0.05, meaning that it rejects H0 or the dataset is stationary. This is 

following Figure 3. Stationary is indicated by the average and variance of the data on the number of train 

passengers on the island of Java which is constant from time to time. 

 

Figure 2. Number of Train Passengers 

 

Figure 3. Number of Train Passengers After Differencing 
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Determine of Order 

After checking the stationary data set, the ARIMA method should estimate the dataset. We 

observed the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) plots. 

ACF checks the autoregressive value while PACF checks the Moving Average value. Data that has 

Autoregressive (AR) or Moving Average (MA) is to see the pattern of the ACF and PACF. The 

patterns formed in ACF and PACF are the Cut Off and dying down patterns. From these patterns, it 

can then be determined the best ARIMA model, according to Figure 4. 

 

 

Figure 4. ACF and PACF Plot 

 

The values of p, d, and q can be seen from the ACF and PACF plots. However, in the R language, 

there is a library to get these values that will be used for ARIMA. Auto Arima is one of the packages or 

libraries in R that makes it easy for users, so there is no need to search for the best ARIMA model manually. 

By using Auto Arima, users are required to import the Forecast library. 

 

 

Figure 5. AIC Value of Each Model 
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When using Auto Arima, it will display the AIC value. Each model used can be measured or compared 

by looking at the Akaike Information Criterion (AIC). *AIC is a general method for determining how well 

a model fits the data, and the smallest AIC value is the best fitting model. *When viewed from the data 

above, the lowest AIC is when ARIMA(2,1,0)(0,1,2)[12] with an AIC value of 2379,265. Therefore, the 

ARIMA model will be used for forecasting according to Figure 5. 

 

 

Figure 6. AIC, AICC and BIC Values of the Best Models 

 

After getting the best model value, a diagnostic model is carried out. To perform diagnostics for 

residuals and acf will use the ggfortif library. It can be seen in Figure 7 that the ARIMA model above is quite 

good because the residual is centred around the zero value. 

 

 

Figure 7. Diagnostic Model 

 

Based on the plot above, it can be seen that the residuals do not follow the normal distribution. 

Furthermore, from the ACF and PACF plots, it can be seen that there is no significant lag. It shows that 

there is no autocorrelation symptom in the residuals. Furthermore, a formal assumption test will be carried 

out to make sure again. 

 

Data Normality Formal Test 

H0 : residual is normally distributed 

H1: the remainder does not follow the normal distribution 
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Figure 8. Data Normality Formal Test 

 

The test results, the p-value <0.05, means that H0 is rejected, which means the remainder is not normally 

distributed. 

 

Residual Middle Value Test 

𝐻0: 𝜇 = 0 

𝐻1: 𝜇 ≠ 0 

 

 

Figure 9. Residual Middle Value Test 

 

The test results, the p-value > 0.05, means that H0 is not rejected, which means that the median value of the 

remainder is equal to zero. 

 

Autocorrelation Test 

𝐻0 = 0, there is no autocorrelation 

𝐻1 ≠ 0 there is autocorrelation 

 

 

Figure 10. Residual Middle Value Test 

 

The test results, the p-value > 0.05, means that H0 is not rejected, which means that there are no symptoms 

of autocorrelation. 

Conclusion: Assumptions are met, except that the remainder is not normally distributed. 

 

Forecast 

Prediction test is done by determining the number of days to be predicted. In this case, the test is carried 

out to predict the number of train passengers for the next 30 months. The prediction results using SARIMA 

can be seen in Figure 11. 
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Figure 11. Predictions Obtained from the Model 
 

 

 

Figure 12. Plot Prediction 
 

 
 

Conclusion 
Based on the results and discussion above, the best model to predict the number of train passengers on the island of 

Java is to use the ARIMA model (2,1,0)(0,1,2)[12] with an AIC value of 2379,265. Although it doesn't use too much 

data, 2006-2020, good results are obtained. The test is carried out to predict the number of train passengers for the 

next 30 months. 
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