Revisiting the macroeconomic variables and economic growth nexus: A Markov regime-switching approach
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Abstract

Purpose — Current paper assesses the impact of macroeconomic variables on Pakistan's economic growth.

Method — This study analyzed the data using the Markov Regime switching (MS) model using monthly data for 1981-2020. Firstly, BDS and CUSUM square tests were applied to detect the non-linearity of the model.

Results — The model is non-linear, so the Markov regime-switching model is used for analysis. Each regime's mean and variance are highly significant and show a high growth regime with high volatility and a low growth regime with low volatility. Furthermore, the results show that inflation, interest rate, and trade openness negatively impact while real effective exchange rates positively affect development in both regimes. The negative effect of interest rate, exchange rate, inflation, and trade openness become more pronounced in low growth regimes.

Implication — This study suggests that policymakers should consider the non-linear behaviour of macroeconomics. This will help to formulate better policies for the economy's economic growth.

Originality — The current research adds to the existing literature by identifying the non-linear effect of growth indicators on economic growth, which was previously neglected in the case of Pakistan.
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Introduction

Stable economic growth is an important prerequisite for sustainable economic growth (Semuel & Nurina, 2014). Economic growth comes under the prime priority of macroeconomic policy of any economy (Chowdhury, Hamid, & Akhi, 2019) as an increase in economic growth more than a population, specifies that there is an increase in GDP per capita and hence an improvement in living standard (Anaripour, 2011). Most countries strive to achieve rapid and sustainable economic growth, but achieving this goal is a problem as many factors affect economic growth. Macroeconomic management is of primary concern in promoting economic development (Van Dan & Binh, 2019). The correct knowledge about the effectiveness of the macroeconomic variables is the main issue for policymakers for the successful implementation of economic policies to achieve sustainable economic growth (Fasanya, Onakoya, & Agboluaje, 2013).

Pakistan is on the way to attaining long-term sustainable economic growth, but it is very difficult to say which factors determine economic growth (Javed, Nabi, Yasin, & Razzaq, 2018).
However, according to Romer (1990) and Solow (1956), economic growth combines different macroeconomic variables. Pakistan experiences a weak and decreasing trend in economic growth. The weak economic situation is mainly due to high inflation (Hussain & Malik, 2011), mounting fiscal deficit (G. Fatima, Ahmed, & Rehman, 2011), expanding debt (Akrum, 2011), fluctuating exchange rate (Mohsin, Majeed, & Sobia Naseem, 2018), trade balance (Kouourakis, 2004), interest rate and money supply (Anowor & Okorie, 2016; Precious & Makhetha-Kosi, 2014). The gross domestic product of Pakistan reached almost $1.08 trillion in 2019/20, and it has been continuously decreasing due to the effect of various economic factors. Pakistan's current economic growth rate is around -0.4 per cent in 2019/20, reflecting an alarming situation. The current economic growth situation is calling to re-investigate the macroeconomic variables-growth nexus.

The macroeconomic variables-growth nexus has recently gained attention, and many academics are trying to understand such an economic growth relationship. Empirical findings, however, are mixed regarding the overall macroeconomic variables – growth nexus conclusions. For example, certain degrees of inflation is needed for sustainable economic growth (Temple, 2000). The main objective of macroeconomic policy is to keep the inflation rate low, providing a favourable climate for increased economic growth. Low inflation boosts economic growth by promoting capital investment and price stability. However, low inflation is important for maintaining macroeconomic stability, but it is not suitable for sustained economic growth (Fischer, 1983). An interest rate increase generally allows people to invest more, as the former contributes to higher wages. However, an increase in the interest rate also increases capital costs, contributing to decreased investment within the economy. Austrian, some ecological economists, and even post-Keynesian economists assume that lower interest rates increase economic growth (Lee & Werner, 2018). Empirical research presents contradictory findings on the impact of trade terms (TOT) on economic growth. Several researchers (Bleaney & Greenaway, 2001; Cakir, 2009; Chang, Kaltani, & Loayza, 2009; Dollar & Kraay, 2004; Frankel & Romer, 1999; Grimes, 2006; Jawaid & Raza, 2013; Jawaid & Waheed, 2011) have found a positive relationship between trade openness and economic growth. The variation can explain the positive impact of trade openness in trade terms caused by an increase in the export price relative to the import price.

In comparison to imports, this will increase export revenues, boosting the balance of payments and economic growth (Blattman, Hwang, & Williamson, 2003; Bleaney & Greenaway, 2001; Ijaz, Zakaria, & Fida, 2014). Studies have also reported a negative effect of trade terms on production growth (N. Fatima, 2010; Kalumbu & Sheeheny, 2014; Wong, 2010). Theoretically, it has been proven that free trade can improve economic trade in the long term. Free trade can increase access to goods and services, achieving resource allocation efficiencies and increasing the economy's overall production (Barro, 1996; Rivera-Batiz & Romer, 1991). Therefore, trade openness enables countries to outperform in relative terms. Most research has focused on the relationship between real exchange rates (RER) and economic development (Ghosh, Ostry, & Qureshi, 2015; Klein & Shambaugh, 2012; Rose, 2011). The exchange rate is an endogenous variable for most economists, which can be difficult to eliminate from growth. Indeed, whether exchange rate understatement promotes long-term growth remains curiously unanswered in the literature.

Various studies have been done in the literature to study the drivers of economic growth, with little attention paid to the views' distinct theoretical and methodological aims. We have recorded that no discussion was agreed to find out which measures of economic indicators are most important in different regimes. Because of socio-economic conditions, the components of economic development can differ in developed and developing countries. Further, in the existing literature, the impact of macroeconomic variables is assumed to be linear, but the impact is asymmetric, and it varies according to regimes. As a result, the current study adds to the existing literature by identifying the effect of growth indicators such as inflation, interest rate, trade openness, and exchange rate on economic growth using a non-linear model of regime transition.

There has been substantial disagreement about the macroeconomic variables-growth nexus for many years. Before delving into the empirical findings of the current study, it will be very instructive to shed light on past literature on the relationship between macroeconomic variables and economic growth.
Agalega and Antwi (2013) discovered a positive association between inflation and economic growth in Ghana but a negative relationship between interest rates and economic growth. On the other hand, Salian and Gopakumar (2008) discovered that inflation affects economic growth negatively in the long term. It revealed that a moderate inflation rate leads to high economic growth and vice versa. The negative impact of inflation rate fluctuations was also found by Umaru and Zubairu (2012) on productivity and the overall output level of the economy. Chuhtai, Malik, and Aftab (2015) examined the impact of macroeconomic variables impact on the economic growth of Pakistan over a period from 1981 to 2013. They discovered that both the inflation rate and the interest rate affect economic growth negatively, whereas the exchange rate has a favourable impact on economic growth. Khan and Khan (2018) looked at how inflation affects economic growth in five Asian countries: Bangladesh, Iran, Indonesia, Malaysia, and Pakistan. They used primary data spanning the years 1973 to 2016. They established a neoclassical relationship between inflation and economic growth. Mbulawa (2015) discovered that Foreign Direct Investment (FDI) and the inflation rate had a considerably beneficial impact on GDP, while gross capital formation had a positive but negligible impact on Botswana’s economic growth.

Ristanović (2010) found that budget consumption, private expenditure, export, and imports are considered major macroeconomic variables that affect economic growth. Similarly, Muhammad, Lakhan, Zafar, and Noman (2013) attempted to find the nexus between the interest rate and investment. They found that investment was the main variable that can boost the economy of Pakistan, while investment is directly associated with interest rate. Fluctuations in interest rates change investment and savings as well. Interest rate fluctuations negatively affect the investment sector (Bader & Malawi, 2010); however, the investment sector is positively associated with the economy’s income level. According to Khawaja and Din (2007), there is a link between interest rates and economic growth. They further found that a high interest rate disrupts the economy’s saving and investment patterns, potentially affecting economic growth. Bashir, Ahmed, and Khan (2017) used maximum entropy bootstrap to investigate the causal relationship between interest rates and economic growth from 1960 to 2017. They discovered a unidirectional causal association between economic growth and interest rates.

Ahmad, Ahmad, and Ali (2013) found that a high exchange rate significantly impacted economic growth. Devaluation has a persistent effect on economic growth in a model of increasing return to scale. High productivity in the trading sector would incentivise maintaining relative prices high enough. This will create an incentive to shift resources into the tradable sector. Therefore, a weak exchange rate is recommended to enhance the tradable sector (Aizenman & Lee, 2008; Benigno, Converse, & Fornaro, 2015; Di Nino, Eichengreen, & Sbracia, 2011).

Zoramawa, Ezekiel, and Kiru (2020) found the impact of exchange rate on economic growth by using the Johanson Cointegration and ECM model from 1980 to 2019. Their findings show that the exchange rate has a favorable impact on economic growth. In contrast, a weak exchange rate leads to higher savings and, hence, higher investment and low labor costs (Glitzmann, Levy-Yeyati, & Sturzenegger, 2012). According to Krueger (1978), trade liberalization frequently increases specialization in sectors where the economy has economies of scale. This specialization, as a result, contributes to the enhancement of efficiency and productivity. Countries with trade openness are more flexible towards the diffusion of advanced technologies, and this technology transfer will lead to more productivity and hence economic growth (Coe & Helpman, 1995; Romer, 1994). Rigobon and Rodrik (2005) investigate that TOT had a significantly negative impact on economic output growth.

Similarly, Fenira (2015) found that TOT hurts economic growth. Asfaw (2014) reviewed that trade openness can boost economic output growth and investment. Khan, Anwar, and Anwar (2020) found a positive relationship between trade openness and economic growth in the case of Pakistan. They further found that there exists a bidirectional Granger causality between selected variables. The literature shows that the variables are linearly correlated, and different authors used different linear methods to analyze the relationship among macro variables. Our stance is that if we had a better understanding of the phenomena, it would help make policies that are more effective and help improve the economy’s economic condition, as the linearity may mislead the results and lead to a wrong policy decision.
Methods

Our main goal of the study is to investigate the effect of a macroeconomic variable on economic growth. Several macroeconomic variables affect the growth, but we only consider inflation (INF), interest rate (INT), trade openness (OPEN), and real effective exchange rates (REER) as independent variables and GDP (Output) as a dependent variable.

\[ \text{output} = f(\text{INF, INT, OPEN, REER}) \]

Large scale manufacturing is used as a proxy for economic growth. The manufacturing sector is divided into two sub-sectors, i.e., Large-Scale Production and Small-Scale Production. The productivity of the industrial sector, which usually involves mining, manufacturing, services, and, in some cases, construction, is determined by industrial production. The industrial output measure is generally given in volume terms as an index. Variation in industrial production usually reflects the changes in the volume of industrial output compared to the previous time.

The WPI is used as a proxy for inflation. The wholesale price index measures the average changes in prices of goods before goods reach the retail level. Goods included in WPI are sold in bulk and traded between entities or businesses only. In WPI, the overall costs of goods in one year are compared to the overall costs of goods in the base year. On the scale, the total prices for the base year are equal to 100. The difference between the current and base years is represented as a percentage of change.

The RER is a weighted average of domestic currency with other trading partners' currencies. The partners are those with whom most of the trade occurs, and their currency fluctuations affect the domestic country's trade. The weights are determined by comparing a country's relative trade balance to each country in the index. In the case of Pakistan, the weighted average of 24 major currencies is used.

Open is used as a proxy for trade openness. Trade openness is one indicator of a country's participation in the global trading system. It is calculated as a ratio between export plus imports and GDP. An investment decision is highly correlated with trade openness. Investors pay close attention to foreign markets' trade openness for future investment decisions.

CMR is used as a proxy for the interest rate. The call money rate is when short-term funds in the money market are borrowed and lent. The call money rate is the borrowing rate usually used by investors to pay on margin in their trading. Borrowed Capital boosts investment in the economy.

Structural stability test

Parameters' stability is checked through CUSUM and CUSUM square tests. The results showed that the model is not stable. Figure 1 revealed that the blue line is not within the boundary of a 5 per cent level of significance, so it is concluded that the model is not linear.

![Figure 1. The figure of CUSUM Square](image-url)
BDS test

Broock, Scheinkman, Dechert, and LeBaron (1996) proposed a nonparametric test of correlation integral. The basic idea is that the evolution of two values of the block, which are close to some metric, should also be close to the block metric. An observed series at the correlation integral $C(l, t)$ is given below as
denoted by $c_n(l, t)$ and $w_n(l, t)$, respectively. The BDS test null hypothesis is that series are white noise. Because this is a diagnostic test, rejecting the null hypothesis indicates data reliance. The BDS test in chaos theory demonstrates that the results are based on the spatial correlation principle, meaning that the time series exhibits non-linear and deterministic behaviour. BDS measures non-linearity since the first natural logarithmic distinction removed any linear dependence on the results. BDS test null hypothesis is that the series is distributed independently and identically. Still, if we reject the null hypothesis, the series had some chaotic behaviour which means that the series is dependent and not identically distributed. BDS used by Kanzler, Kuschert, Liu, and Mallo (1998); Sharma and Panagiotidis (2005); Winker, Gilli, and Jeleskovic (2007). A time-series non-linearity test was performed using a BDS test presented in Table 1. To complete the test, by using 2-6 dimensions and 0.7 distance were chosen for estimation.

Therefore, we can conclude that the MS method is suitable for examining the relationship between variables.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>BDS Statistic</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.032</td>
<td>0.004</td>
<td>7.144</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.064</td>
<td>0.007</td>
<td>8.983</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.088</td>
<td>0.008</td>
<td>10.276</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.099</td>
<td>0.008</td>
<td>11.148</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>0.104</td>
<td>0.009</td>
<td>11.996</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Markov Regime-Switching Technique

Hamilton (1990) proposes the regime-switching model, a non-linear extension of the ARMA model that incorporates the dynamics, including asymmetry and heteroscedasticity. $Y_i$ is a two-state Markov process of economic growth where $\Omega_i$ (where $i=0,1$) parameter takes on one of two values depending on the realization of discrete-valued unobserved state variable may be written as

\[
\Delta y_t = \Omega_t + \beta x_t + \epsilon_t
\]

where

\[
p(y_t = 1/y_{t-1} = 1) = pp(y_t = 0/y_{t-1} = 1) = 1 - pp(y_t = 1/y_{t-1} = 0) = 1 - qp(y_t = 0/y_{t-1} = 0) = q
\]
In equation (1), $y_t$ is the change in the large scale manufacturing industry index, which is used as a proxy of the economy's output where the state variable $x_t$ changes according to a two-state Markov process. It includes macroeconomic variables of the economy like inflation, interest rate, real effective exchange rate, and trade openness. Where $\epsilon_t \sim N(0, \sigma^2 \epsilon)$.

\[ p_r = \begin{pmatrix} p_{11} & p_{12} \\ p_{21} & p_{22} \end{pmatrix} \]

The probability of remaining in that state is 0 and 1, and to switch from one to another; regime probabilities are captured in $p_r$ column. State one has high growth, and high volatility and state 2 is low growth and low volatility. The important element of this technique is that the switching probabilities of one another regime are endogenously modelled. $P_{11}= \text{prob (state 1=high output regime given that high output regime)}$, $P_{12}= \text{prob (state 2=high output regime given that low output regime)}$, $P_{21}= \text{prob (state 1=low output regime given that high output regime)}$, $P_{22}= \text{prob (state 1=high output regime given that high output regime)}$

## Results and Discussion

### Unit root test

We employed stationary variables in the MS model, and stationarity was confirmed using the PP (Phillips-Perron) and ADF (Augmented Dickey-Fuller) tests, and the results are shown in Table 2. The results show that all series are stationary at the significance levels of 1%, 5%, and 10%, respectively.

<table>
<thead>
<tr>
<th>Table 2. Unit Root Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>At Level</strong></td>
</tr>
<tr>
<td>Variables</td>
</tr>
<tr>
<td>Output</td>
</tr>
<tr>
<td>D(INF)</td>
</tr>
<tr>
<td>INT</td>
</tr>
<tr>
<td>OPEN</td>
</tr>
<tr>
<td>REER</td>
</tr>
<tr>
<td>At First Difference</td>
</tr>
<tr>
<td>d(Output)</td>
</tr>
<tr>
<td>d(D(INF))</td>
</tr>
<tr>
<td>d(INT)</td>
</tr>
<tr>
<td>d(OPEN)</td>
</tr>
<tr>
<td>d(REER)</td>
</tr>
</tbody>
</table>

Note: (*) Significant at the 10%; (**) Significant at the 5%; (***) Significant at the 1%

### Regime Switching Model

The effect of macroeconomic variables on economic growth was investigated using the Markov switching approach. We used a non-linear regime-switching strategy to better understand the relationship between macroeconomic variables and economic growth. We defined two regimes: one with great economic growth and the other with low economic growth and minimal volatility. According to Fallahi (2011), the two-regime model is more suited to macroeconomic connections. Table 3 presents the results of the regime change model, showing that the coefficients ($\mu_1; \mu_2; \sigma_1$ and $\sigma_2$) are highly significant. Results indicate that regime 1 is a low economic growth regime and regime 2 is a high one. Regime 1 refers to a period of low growth with a mean ($\mu_1$) is 1.6019 and relatively low variance ($\sigma_1$) of 0.4997. Regime 2 is a high-growth regime in which economic activities expand considerably, with a high mean (2) of 6.196 and a variance (2) of 1.560. Because of the high mean value and low volatility, this regime corresponds to an era of economic growth.
The result reveals that $\mu_2 > \mu_1$ and $\sigma_2 < \sigma_1$. As a result, it is possible to conclude that the high-growth regime is more unpredictable and turbulent.

Regression parameters suggest that the CPI has had a negative but marginal effect on economic growth in both regimes. Inflation is a major problem in Pakistan and affects the everyday life of people, such as wages, purchasing power, literacy rate, money supply, etc., all of which have different effects on Pakistan's economic growth in some way and that further impact the development of the country. Regression parameters suggest that the CPI in both regimes had a negative but marginal effect on the economic development of the economy. The results are evidence that there exists a tradeoff between GDP growth and inflation. Inflation in Pakistan's economy is detrimental to GDP growth. This statistically important finding shows that economic growth is hurt by a steady rise in the average price level. Such findings are consistent with those of Ahmad et al. (2013) and Ayyoub, Chaudhry, and Farooq (2011). The interest rate harmed economic growth in both regimes but with different magnitude. The result indicates that in high growth time, if the interest rate becomes high so there is the chance to reduce investment which costs more as compared to the time in which the economy is less responsive to the interest rate with a low opportunity of growth of other variables as mentioned by Harswari and Hamza (2017).

The interest rate is a barrier to economic investment, affecting growth and vice versa. Trade openness has hindered economic growth. The findings are consistent with those of Ali and Abdullah (2015). As Pakistan is a developing country with low economic development and high inflation, openness has a detrimental impact on economic growth. According to the literature (Keho, 2017; Kim, Lin, & Suen, 2012), the true effects of trade on economic growth are determined by the level of financial development and inflation. As Pakistan experienced low financial development and high inflation, that could lead to a negative impact on trade openness as Huang and Chang (2014) found that in developing countries growth effect of trade depends upon the extent of stock market development. Results also showed that the exchange rate positively impacts economic growth in both regimes with different magnitudes. Results confirm that currency depreciation can affect economic growth in the long term through export income elasticity of demand. Strong exchange can lead to expensive exports and cheaper imports, resulting in less demand for exports.

| Table 3. Results of Markov Regime switching Model |
|----------------|---------------|--------------|-------------|-------|
| Variable       | Coefficient   | Std. Error   | z-Statistic | Prob. |
| MEAN($\mu_1$)  | 1.601         | 0.839        | 1.908       | 0.056 |
| Output (-1)    | 0.205         | 0.025        | 8.153       | 0.000 |
| Output (-12)   | 0.838         | 0.026        | 32.231      | 0.000 |
| D(INF)         | -0.409        | 0.309        | -1.323      | 0.185 |
| INT            | -0.150        | 0.043        | -3.457      | 0.000 |
| OPEN           | -0.072        | 0.016        | -4.380      | 0.000 |
| REER           | 0.014         | 0.004        | 3.329       | 0.000 |
| Variance ($\sigma_1$) | 0.499 | 0.061 | 8.192 | 0.000 |
| MEAN($\mu_2$)  | 6.196         | 4.210        | 1.472       | 0.141 |
| Output (-1)    | 0.346         | 0.047        | 7.334       | 0.000 |
| Output (-12)   | 0.657         | 0.043        | 15.240      | 0.000 |
| D(INF)         | -0.612        | 0.411        | -1.489      | 0.137 |
| INT            | -0.527        | 0.116        | -4.545      | 0.000 |
| OPEN           | -0.133        | 0.050        | -2.658      | 0.008 |
| REER           | 0.063         | 0.042        | 1.500       | 0.134 |
| Variance ($\sigma_2$) | 1.560 | 0.053 | 29.322 | 0.000 |

**Duration of Regime Classification**

Table 4 presents the length of the regime classification relating to MS. The findings indicate that since the conditional probabilities are .972 to stay regime one in state one and the probability of regime two is .966 to stay in state two. Both the probabilities of regimes are persistent.
Table 4. Conditional Probabilities

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.972</td>
<td>0.028</td>
</tr>
<tr>
<td>2</td>
<td>0.034</td>
<td>0.966</td>
</tr>
</tbody>
</table>

Expected Duration

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>35.13</td>
<td>29.05</td>
</tr>
</tbody>
</table>

Table 5 shows that the expected duration in state one is 35 months and 13 days and probably 29 months and five days for state two. Its average time is three years for low growth and two year and six months for high growth—the probability of switching from one state to another. The probability of state one staying-in-state one is p11. The probability of state two staying-in-state one is p21.

Table 5. Transition Matrix Parameters

<table>
<thead>
<tr>
<th></th>
<th>P11-C</th>
<th>3.53</th>
<th>0.44</th>
<th>8.03</th>
<th>0.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>P21-C</td>
<td>-3.35</td>
<td>0.48</td>
<td>-7.01</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

The probabilities of a smooth transition from one regime to another are persistent and given in Figure 2.

Markov Switching Smoothed Regime Probabilities

Conclusion

This research was conducted to explore the non-linear relationship between economic growth and macroeconomic variables in the case of Pakistan. This non-linear relationship is investigated by the non-linear regime-switching model proposed by Hamilton (1990). In this study, monthly data was used from 1980 to 2020. The findings confirm that the series is non-linear, and regime-switching modelling effectively examines the link between macroeconomic variables and economic growth.
The MS results demonstrate two economic growth regimes: high and low. In both regimes, interest rate, inflation, and TOT negatively affect economic growth. The impact of macroeconomic variables is asymmetric in size across regimes.

In contrast, the exchange rate positively influenced economic growth in both low and high regimes. This study suggests that policymakers should consider the non-linear behaviour of macroeconomics. This will help to formulate better policies for the economy's economic growth.
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