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Abstract 
 

The main aim of this research is to achieve sustainability of domestic tourism businesses in Austra-
lia. This study reveals several distinct findings. First, the income elasticity for domestic visitors of 
friends and relatives and interstate trips is negative, implying that Australian households will not 
choose to travel domestically when there is an increase in household income. Second, an increase 
in the current prices of domestic travel can cause the demand for domestic trips to fall in the next 
one or two quarters ahead. Third, the coefficients for lagged dependent variables are negative, indi-
cating perhaps, that trips are made on a periodic basis. 
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Abstrak 
 
Tujuan utama dari penelitian ini adalah untuk mengupayakan keberlanjutan usaha pariwisata 
domestik di Australia. Studi ini mengungkapkan beberapa temuan yang berbeda. Pertama, 
elastisitas pendapatan bagi pengunjung domestik yang terdiri dari teman dan kerabat, dan 
perjalanan antar negara bagian adalah negatif, menyiratkan bahwa para penduduk Australia tidak 
akan memilih untuk melakukan perjalanan wisata dalam negeri ketika ada peningkatan pendapatan 
rumah tangga. Kedua, kenaikan biaya perjalanan domestik dapat menyebabkan permintaan untuk 
perjalanan dalam negeri turun dalam satu atau dua kuartal ke depan. Ketiga, koefisien untuk 
variabel dependen tunda adalah negatif, menunjukkan bahwa perjalanan tersebut bisa jadi 
merupakan perjalanan yang bersifat periodik. 
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INTRODUCTION 

Domestic tourism dominates most of the 
tourism businesses in Australia. For the year 
ended 30th June 2007, there were 74 million 
domestic visitors in Australia, whereas the 
number of international tourist arrivals was 
only five million (Travel by Australians, 
2007). Furthermore, domestic visitors spent 
288 million nights in Australia, while inter-
national visitors only spent 160 million 
nights. In terms of generating tourism reve-

nue, the total spending by domestic visitors 
in 2007 was AUD 43 billion, which is 1.5 
times higher than the aggregate expenditure 
by international tourist arrivals. Hence, this 
suggests that domestic tourism is an impor-
tant market segment in the industry. 

In general, domestic tourism is an 
important business for tourism in Australia 
because it has the largest shares of total 
tourist numbers and expenditure. Because 
of this, it is imperative to sustain this busi-
ness and avoid losing its competitiveness. 
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This study examine Australian domestic 
tourism demand by investigating whether 
changes in economic conditions in Austra-
lia will affect the demand.  

There is a growing concern about 
the stagnant growth of domestic tourism. 
Mazimhaka (2007) argued that, in Rwanda, 
a lack of variety of tourism products of-
fered to the local travellers has caused a 
significant barrier to the development of 
Rwandan domestic tourism. Furthermore, 
the costs of domestic travel could be the 
cause of this concern. For instance, Sindiga 
(1996) asserted that Kenyans could not af-
ford to pay for domestic tourism facilities 
due to the high costs of travel in Kenya. 
Similarly, Wen (1997) has noticed that 
Chinese domestic travellers tend to be fru-
gal in spending because of relatively high 
travel costs in China. To overcome the 
problem, these authors suggested that the 
government should develop tourism facili-
ties which can cater for the needs and af-
fordability of domestic travellers. The fol-
lowing question is related to how much 
domestic travellers are willing to pay for 
accessing such tourism facilities. 

In addition, domestic tourism com-
petes with other household products for a 
share of disposable income. Dolnicar et al. 
(2008) conducted a survey of 1,053 re-
spondents to investigate how Australian 
households spend their discretionary in-
come. Based on their findings, 53% of the 
survey respondents in Australia would 
think of allocating their disposable income 
to paying off debt whereas only 16% of the 
respondents would spend on overseas and 
domestic holidays. If the cost of other 
household products (i.e. debt) has in-
creased, Australian households would in-
crease their use of disposable income on 
these products while postponing their deci-
sions to travel. If this holds true, domestic 
tourism may encounter stiff competition 
from other household products. Further-
more, a rising cost of living could cause 

negative impacts on the demand for domes-
tic tourism.  

 The growth of income per capita in 
a country can encourage more local resi-
dents to travel overseas, causing domestic 
tourism to compete with foreign tourism. 
For instance, in China, since the Chinese 
government introduced a new policy that 
promotes outbound tourism and with the 
continuous growth of the residents’ in-
come, more wealthy Chinese residents sub-
stitute from domestic holidays to overseas 
travel (Huimin and Dake, 2004). Moreover, 
during the period of increasing economic 
activity in Australia, Athanasopoulos and 
Hyndman (2008) found that the number of 
visitor nights by domestic holiday-makers 
declined significantly, which could relate to 
Australians choosing overseas travel rather 
than domestic holidays.  

In addition, several empirical papers 
reported inconsistent findings, particularly, 
about the effects of negative events on do-
mestic tourism demand. On one hand, a 
study conducted by Blunk et al. (2006) dis-
covered that the 9/11 terrorist attacks have 
had permanent adverse effects on US do-
mestic air travel. On the other hand, there 
are empirical papers which argued that do-
mestic tourism demand is not sensitive to 
negative events. For instance, Bonham et 
al. (2006) noticed that the number of US 
domestic visitors to Hawaii increased after 
the US terrorist attacks. Moreover, Salman 
et al. (2007) found that the Chernobyl nu-
clear disaster in 1986 did not have a sig-
nificant influence on domestic tourism de-
mand in Sweden. Similarly, Hamilton and 
Tol (2007) argued that climate change 
would not have negative impacts on the 
demand for domestic tourism in Germany, 
UK and Ireland. In summary, we are unable 
to make a conclusion based on the discus-
sion above for two reasons. First, the em-
pirical findings contradict each other and 
second, the number of papers in this re-
search area appears to be too few. 
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Overall, the domestic tourism in-
dustry encounters several issues, such as 
the stagnant growth of demand and strong 
competition with other household products. 
Therefore, an in-depth understanding of 
domestic tourism demand is required be-
cause we can identify the travel characteris-
tics of each domestic market segment and 
also examine the factors that affect the de-
cisions about domestic travel. By doing so, 
it should assist tourism stakeholders to real-
ise their potential markets and provide af-
fordable and good quality of tourism prod-
ucts for the targeted domestic markets. 

In the tourism literature, the analy-
sis of domestic tourism demand in Austra-
lia is lacking in the literature. Divisekera 
(2007) argued that economic analyses of 
international tourism demand inbound to 
Australia have been well-documented, but 
virtually no study examines the economic 
determinants of Australian domestic tour-
ism demand. Currently, several empirical 
papers such as Athanasopoulos and Hynd-
man, 2008; Crouch et al., 2007; Divisekera, 
2007; Hamal, 1996; and Huybers, 2003 
have examined the economic factors that 
determine the demand for domestic tourism 
in Australia.  

Hamal (1996) argued that domestic 
holiday nights are strongly affected by 
tourists’ income, prices of domestic goods 
and services, and prices of overseas holi-
days. To conduct the demand analysis, the 
author employed cointegration and an er-
ror-correction model to estimate the eco-
nomic determinants, based on annual data 
from 1978-79 to 1994-95. All of the above 
variables had statistically significant im-
pacts on the demand. Furthermore, the 
variables of income and prices of overseas 
holidays were positive, implying that an 
increase in these variables will result in an 
increase in the demand for domestic holi-
days; whilst the variable for prices of do-
mestic goods and services was negative. 

Divisekera (2007) employed a dif-
ferent approach to estimate the economic 

determinants of Australian domestic tour-
ism demand. In the study, an Almost Ideal 
Demand System (AIDS) model (Deaton 
and Muellbauer, 1980) was used. The 
model was able to explain how domestic 
tourists allocate their travel budgets for 
various tourism goods and services. The 
study used annual data on tourism expendi-
ture by states of origin from 1998 to 2004. 
The empirical results showed that demand 
for tourism goods and services was elastic 
in terms of income but varied across differ-
ent states of origin. However, the demands 
for tourism goods and services appeared to 
be price inelastic for tourists from all states 
of origin. This shows that expenditure on 
tourism goods and services by domestic 
tourists is not affected by the changes in 
tourism prices but is strongly influenced by 
tourists’ income. 

However, the most recent study 
(Athanasopoulos and Hyndman, 2008) re-
vealed different findings. The authors pro-
posed that the number of domestic holiday 
nights is a function of a time trend, per-
sonal debts, GDP per capita, the prices of 
domestic holidays, dummy variables for the 
Bali bombings and the Sydney Olympics, 
and seasonal dummies. The price of over-
seas holidays was omitted from the study 
because the effects of this variable were 
statistically insignificant. In terms of mod-
els and data used, the authors combined an 
innovation state space model with exoge-
nous variables and employed quarterly data 
from 1998 to 2005. According to the em-
pirical findings, the signs of the coefficients 
of debt and GDP were positive and nega-
tive, respectively. This implies that an in-
crease in the growth rate of borrowing can 
increase consumers’ confidence to spend in 
domestic holidays. In contrast, the negative 
coefficient of GDP indicates that, an in-
crease in domestic tourists’ income can 
lead to a decrease in the demand for do-
mestic holiday travel. This may be due to 
Australians preferring overseas holidays as 
income increases. 
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In a further study, Huybers (2003) 
found that travel decisions by domestic 
tourists were influenced by whether the 
destinations were intrastate or interstate. 
The research was carried out to understand 
the factors that influence choices of domes-
tic tourism destination by potential tourists 
from Melbourne. The study employed dis-
crete choice modelling analysis. According 
to the empirical results, a 1% increase in 
the expenditure for trips to Sydney and the 
Goldfields of Victoria in Victoria reduced 
the number of Melbourne overnight tourists 
by around 1% and 0.5%, respectively. One 
of the possible reasons for such results is 
that the cost of travelling to Sydney (inter-
state) is relatively more expensive, being 
about twice of the cost of visiting the Gold-
fields of Victoria (intrastate). Hence, this 
indicates that the costs of intrastate and in-
terstate tourism can determine domestic 
tourists’ decisions to travel within Austra-
lia.  

Lastly, Crouch et al. (1997) found 
that rising expenditure on other household 
products, particularly household debt, may 
have effects on the demand for domestic 
tourism in Australia. The underlying ra-
tionale is that Australian consumers have a 
strong tendency to trade off their discre-
tionary income for repaying debt, rather 
than for travel. Crouch et al. (2007) discov-
ered that most Australian households used 
45% of their discretionary income for 
household debt repayments. Hence, if Aus-
tralian households have an increasing ac-
cumulation of debt, this could lead to a re-
duction of disposable income available to 
spend on leisure.  

Nevertheless, Athanasopoulos and 
Hyndman (2008) reported that an increase 
in household debt would not lead to a de-
cline in domestic holiday and business 
travel in Australia. In fact, the elasticities of 
one-quarter-lagged debt variables for do-
mestic holiday and business tourism de-
mand were 4.41 and 5.91, respectively. The 
author suggested that the variable is con-

sidered as a proxy for consumer confidence 
and hence, an increase in borrowing rate in 
previous quarter will result in a rise in do-
mestic travel demand.  

Overall, the empirical papers above 
reveal several arguments. First, domestic 
tourists’ income and the prices of tourism 
goods and services are the important eco-
nomic determinants that influence Austra-
lians to travel domestically. Furthermore, 
another characteristic of domestic tourists 
is that they make choices between domestic 
destinations, by comparing the costs be-
tween travelling to intrastate and interstate 
destinations. Third, the literature above has 
inconsistent findings about the effects of 
income, tourism prices and household debt 
growth on domestic tourism demand. 
Lastly, there is little empirical analysis of 
using panel data analysis in domestic tour-
ism demand analysis.  
 

METHODS 

According to consumer demand theory, 
domestic tourism demand can be written 
(in panel data format) as: 
 

),,,,( jtjtjtjtjtjt DUMOCTCTPYfTD =
     
where TD = Demand for domestic tourism 

at time t in State j, Y = domestic house-
hold income, TP = tourism prices, TC = 

transportation costs ,OC= the price of 

overseas holidays and DUM = dummy 
variable for one-off events (such as the Bali 
bombings in 2005 and the Sydney Olympic 
Games in 2000) and seasonality.  

 This paper employs pooled data 
which are based on seven Australia States 
from 1999 quarter 1 to 2007 quarter 4. This 
provides a total of 252 pooled observations. 
It uses numbers of domestic overnight visi-
tors and visitor nights in Australia as the 
dependent variables for Australian domes-
tic tourism demand.  

This study uses six types of domes-
tic tourism demand data, namely the num-
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bers of visitor nights by holiday-makers 
(HOL), business visitor nights (BUS), visi-
tors of friends and relatives (VFR), other 
purpose of visits (OTH), interstate and i n-
trastate visitors. In addition, another two 
types of data are employed, namely the 
number of interstate and intrastate over-
night visitors.  

For the independent variables, sev-
eral variables are used as a proxy for 
household income. They are disposable in-
come, gross domestic product (GDP) and 
GDP per capita. On the other hand, the CPI 
for domestic holidays and accommodation 
is used as a proxy for tourism prices. It 
represents the aggregate prices of domestic 
travel in Australia. As for transportation 
costs, the proxy variables are the CPI for 
automotive fuel. All variables are ex-
pressed in logarithms.  

 

Panel Unit Root and Static Regression 
Analyses 

In a panel data analysis, it is crucial to in-
vestigate whether the pooled data is sta-
tionary or not. For this research, an IPS unit 
root test is employed. The test is developed 
by Im, Pesaran and Shin (2003) which al-
lows for individual unit root process to vary 
across all cross-sections (Eviews, 2007). In 
the tourism literature, Narayan (2006) used 
this test to examine international tourist 
arrival to Australia.    

To illustrate that, a panel Aug-
mented Dickey-Fuller (ADF) regression is 
written as follows: 
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where jtY  = a panel data with individuals j 

= 1,2,...,N and time-series observations t = 

1,2,...,T , jα = unit-specific fixed effects, t= 

time trend, jθ = coefficients of time-trend 

and jtu = error term. Unlike the pure time-

series ADF test, the auxiliary equation (1) 
contains unit-specific fixed effects which 
allow for heterogeneity across cross-section 
data (Asteriou and Hall, 2007).  

For the IPS test, it allows heteroge-
neity on φ and runs the auxiliary regression 
(1) based on the average of the individual 
unit root test statistics (Im et al., 2003) and 
Asteriou and Hall, 2007). To illustrate that, 
the hypotheses of IPS test are written as 
follows: 
 
H0: j = 0 for all j 

0:1 <jH ϕ , j = 1, 2, ..., N1, 0=iϕ ,  j = N1+1, 

N1+2,...,N. 

 
The null hypothesis states that all cross-
section series are non-stationary whereas 
under the alternative hypothesis, a part of 
the total series in the panel is stationary. 
For the IPS test, Im et al. (2003) con-
structed a t-statistic which the null hy-
pothesis follows the standard normal distri-
bution as T (and subsequently N) ap-
proaches to infinity.   

Panel data analysis is the combina-
tion of time-series and cross-section tech-
niques. There are two types of models, 
namely fixed effects and random effects 
models. To illustrate that, a simple domes-
tic tourism demand can be written as a 
pooled OLS model, as follows: 

 

jtjjtjt vcy ηαδ +++=   (2) 

 
where: 

jty
 
is demand for domestic tourism in State j 

c   is a common constant term 
v is a vector of explanatory variables.  
t  is time subscript.   

jα
 
is individual-specific effect of each State j 

δ
 
is a coefficient matrix �   is error term.  
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Estimating equation (2) could be problem-

atic because including many jα  can cause 

dummy variable trap or perfect multicollin-
earity. Hence, to avoid such issue, Baltagi 
(2008) developed a regression that averages 
the regression (2) over time. The regression 
is expressed as follows: 
 

jjjj vcy ηαδ +++=
 (3)

 

 

where y is mean value of domestic tourism 

demand data, v is mean value of the ex-

planatory variables, and η is mean of error 

terms. Thereafter, by subtracting (3) from 
(2), it is written as: 
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Equation 3 is called a fixed effects model.  
Nevertheless, the model suffers from losing 
a number of degrees of freedom. According 
to Gujarati (2003), if equation (2) includes 

too many jα , then the degrees of freedom 

will decline.  
Hence, to tackle this issue, a random 

effects model is introduced. Unlike the fixed 
effects model which incorporates the indi-
vidual-specific effects as dummy variables, 
the random effect model treats the effects as 
error components. It is written as follows:  
 

jtjtjt vy εδ += '
 (5) 

 

where jtv is a matrix of explanatory vari-

ables, δ is coefficient matrix. The error 

term of equation (5) is jtjjt u ηε += , where uj 

is individual-specific error component and 

jtη is errors from different cross-section 

units. Equation (5) assumes that jtv  are un-

correlated with jtε . OLS estimation of this 

model is asymptotically unbiased, but it can 
generate inefficient standard errors.  

To determine the appropriate mod-
els for modelling domestic tourism de-
mand, the Hausman Specification (HS) 
tests will be carried out. The test examines 

whether 
jα
 
are correlated with 

jtv . If the 

null hypothesis (H0: jα are not correlated 

with
jtv ) is not rejected, it indicates that 

both estimates of fixed and random effects 
models are consistent. In other words, there 
is no difference between the estimations of 
both models. Conversely, if the HS test re-
jects the null hypothesis, this implies that 
the fixed effects estimator is consistent but 
not the random effects model (Romilly et 
al., 1998; Johnston and DiNardo, 1997). 

The fixed-effects model shown in 
regression (4) assumes homoskedasticity in 
the residuals. According to Baltagi (2001), 
this is a restrictive assumption for panel 
data models. Cross-section heteroskedastic-
ity may exist because cross-sectional units 
may be of varying size and exhibit different 
variation. To take accounts of heterosce-
dasticity effects in panel data regressions, 
generalised least square (GLS) models are 
introduced.  

To tackle cross-section heterosce-
dasticity, the OLS estimations in the panel 
data models have to be transformed into 
GLS estimations in order to obtain unbi-
ased and efficient estimates. For example, 

the OLS estimates of δ in equations (5) 
are given as follows: 
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number of cross-section units. According to 
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Arellano (2003), the above OLS estimate is 
unbiased and consistent but inefficient. 
Hence, the optimal estimation can be 
achieved through the GLS transformation, 
which is expressed as follows: 
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where )( jjE εε ′=Ω . This GLS estimator is 

not feasible as Ω  is unknown. However, in 
Eviews 6.0, we can estimate fixed effects 
model using feasible GLS coefficients by 
generating a series of estimated residuals 
and then use these residuals for estimating 
weighted least squares. Further mathemati-
cal derivations of feasible GLS can be found 
in Arellano (2003) and Baltagi (2001). For 
convenience, we name the fixed-effects 
model which is cross-sectional heterosce-
dascity adjusted, as FE-CSH.    

Another method of analysing panel 
data is to use seemingly unrelated regres-
sion estimation. It assumes that the errors 
are correlated across cross-section units but 
independent over time [Eviews (2007)]. 
According to Maddala (2001), this type of 
correlation would arise if there are omitted 
variables which are common to all equa-
tions. To conduct SUR estimation in a GLS 
method (hereafter named as FE-SUR), the 
GLS coefficient is similar to (6) but the dif-

ference is that )( ljE εε ′=Ω  where lj ≠ . 

 
RESULTS DISCUSSION 

The results of the panel unit root tests in 
Table 3 consist of two auxiliary regres-
sions, in which one with intercept and 
without trend, and another with an intercept 
and a trend. Based on the table, it is found 
that there are no unit root problems in the 
logarithm and first differenced panel data 
for all types of dependent variables.  

On the other hand, for independent 
variables, Table 4 shows that the IPS test 
rejects the null hypothesis for the DI and DT 
level data, indicating that these variables are 
stationary in panels. In contrast, the test does 
not reject the null hypothesis for the F, 
GDP, GDPP and OC level data. After tak-
ing first-differencing on all variables, all in-
dependent variables become stationary, ex-
cept for GDP. Nevertheless, the GDP vari-
able becomes stationary when the auxiliary 
regression included a trend. Overall, this 
concludes that the panel data for F, GDP, 
GDPP and OC variables are I(1), whereas 
the panel data for DI and DT are I(0).      

In conclusion, the IPS test found 
that four out of six variables are I(1) when 
logarithm data are tested and I(0) after first-
differenced the data. Hence, to ensure data 
stationary for all variables, this thesis uses 
first-difference data. Furthermore, by dif-
ferencing the data and removing the prob-
lem of potentially non-stationary observa-
tions, panel data analysis will give us con-
fidence in the reported coefficients and 
standard errors (Garin-Munoz, 2007). 
Given this, the following panel data estima-
tions are based on first differenced pooled 
data (or percentage growth panel data). 

All estimations using the panel data 
static models are summarised in Tables 5 to 
12. Note that, According to Allen, Yap and 
Shareef (2009), the ACC and RR appear in 
time-series cointegration analysis are found 
to be statistically significant. However, 
when the panel data for ACC and RR vari-
ables are used, the ACC and RR are statisti-
cally insignificant. Therefore, these vari-
ables are excluded from panel data analysis. 
Instead, CPI for domestic holidays and ac-
commodation (DT) is used to replace ACC 
and RR as a proxy variable for tourism 
prices. Similarly, as the CPI for overseas 
holidays and accommodation is found to be 
statistically insignificant in all cases, I de-
cided to omit this variable from this study. 
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Table 3: IPS Panel Unit Root Test for the Dependent V ariables 

Panel data 
Auxiliary regression 

specification 
Level First-differenced 

BUS No trend -5.036 -18.998 
 Trend -10.106 -18.109 
HOL No trend -10.178 -34.304 
 Trend -9.368 - 27.761 
VFR No trend -6.185 - 24.156 
 Trend -5.176 - 23.792 
OTH No trend -14.982 -17.293 
 Trend -13.923 -17.199 
NV No trend -7.490 -21.642 
 Trend -12.651 -21.136 
NVI No trend -4.569 -13.800 
 Trend -11.565 -12.941 
OV No trend -4.120 -18.397 
 Trend -10.904 -17.384 
OVI No trend -3.491 -25.163 
 Trend -4.588 -24.701 

Notes: The  critical values for the regression without a trend at the 1%, 5% and 10% significance levels are -
2.29, -2.07 and -1.95, respectively. The critical values for the regression with a trend at the 1%, 5% and 10% 
significance levels are -2.90, -2.68 and -2.57, respectively.  
Source: Data estimation 

 

Table 4: IPS Panel Unit Root Test for the Independent Variables 

Panel data 
Auxiliary regression 

specification 
Level First-differenced 

DI No trend -3.20 -7.576 
 Trend -3.051 -4.384 
DT No trend -4.308 -14.803 
 Trend -2.957 -11.681 
F No trend -0.458 -13.808 
 Trend -1.634 -9.818 
GDP No trend -0.748 -2.103 
 Trend -2.723 -7.277 
GDPP No trend -3.352 -9.660 
 Trend -1.131 -8.061 
OC No trend -1.442 - 13.513 
 Trend -0.589 - 12.250 

Notes: The critical values for the regression without a trend at the 1%, 5% and 10% significance levels 
are -2.29, -2.07 and -1.95, respectively. The critical values for the regression with a trend at the 1%, 5% 
and 10% significance levels are -2.90, -2.68 and -2.57, respectively. 
Source: Data estimation 

 
The effects of income changes on 

domestic travel are distinct from one type 
of visitors to another. On one hand, the in-
come variables for holiday and business 
visitor nights are highly elastic and posi-
tive. On the other hand, the income vari-
ables are shown as negative for VFR, OTH 
and interstate tourism data. For instance, in 

Table 5, the GDPP(-1) estimate for holiday 
visitor night data is 8.56, suggesting that 
Australians tend to travel more domesti-
cally for holiday purposes when their 
household income increases. As the esti-
mated elasticity is high and exceeded one, 
domestic holiday trips can be regarded as a 
luxury trip. Similarly, the GDP and 
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GDPP(-1) coefficients for business visitor 
night data are 1.12 and 11.1, respectively, 
showing that the demand for domestic 
business tourism is strongly responsive to 
the conditions of Australian economy (See 
Table 6). Conversely, the disposable in-
come coefficients for domestic VFR visitor 
night data range between -0.70 and -1.18 

(See Table 7), whilst the GDPP coefficient 
for interstate visitor data range between -
3.42 and -6.97 (See Tables 9 and 11). This 
means that a growth in disposable income 
will cause Australian households to forego 
domestic VFR and interstate trips, and al-
ternatively, may choose overseas travel or 
purchase other luxury household products.  

 
Table 5: Estimate of the Double-log Static Panel Model [Dependent Variable: Holiday 
 Visitor Nights (HOL)] 

Coefficients 
Panel models 

Fixed effects FE-CSH FE-SUR Random effects 

Constant 
   

-0.149*** 

    
(0.043) 

GDPP(-1) 
  

8.564**  

   
(3.516)  

DT(-1) -3.057*** -0.965**  -1.833*** -3.040*** 

 
(1.033) (0.458) (0.485) (1.040) 

DT(-2) -7.010*** -2.092*** - 3.40*** -6.972***  

 
(1.036) (0.391) (0.544) (1.035) 

Bali 0.212* 0.10*** 0.078* 0.211** 

 
(0.092) (0.026) (0.043) (0.091) 

S1 0.749*** 0.532*** 0.539*** 0.747*** 

 
(0.118) (0.048) (0.052) (0.118) 

S2 0.223** -0.199*** -0.062 0.221** 

 
(0.105) (0.036) (0.058) (0.102) 

    
 

W(δ1isδ2is...isδnis 0) 9.128*** 21.563*** 9.666*** 20.551*** 

 4.663E-15 1.776E-14 0 1.532E-14 

Hausman test    0.000 
Prob(Hausman test)    1.000 

Notes: ***, **, and * denote significant at 1%, 5% and 10% levels, respectively. 

Source: Data estimation 

 
Table 6: Estimate of the Double-log Static Panel Model [Dependent Variable: Business 
 Visitor Nights (BUS)] 

Coefficients 
Panel models 

Fixed effects FE-CSH FE-SUR Random effects 

Constant 
   

-0.062* 

    
(0.032) 

GDP 1.122** 
 

1.010**  1.122** 

 
(0.514)  

 
(0.480) (0.508) 

GDPP(-1) 11.096** 9.276* 8.905**  11.096** 

 
 (4.894) (4.934) (4.503) (4.829) 

DT(-1) -1.414* - 1.304** - 1.398** - 1.413* 

 
(0.728) (0.618) (0.627) (0.718) 

W(δ1isδ2is...isδnis 0) 3.257*** 2.857*** 2.731*** 9.947*** 

 
2.165E-15 1.887E-15 3.331E-15 4.496E-15 

Hausman test (Prob)    0.000 (1.000) 

Notes: ***, **, and * denote significant at 1%, 5% and 10% levels, respectively. 

Source: Data estimation 
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Table 7: Estimate of the Double-log Static Panel Model [Dependent Variable: VFR Visitor 
Nights] 

Coeffi cients 
Panel models 

Fixed effects FE-CSH FE-SUR Random effects 

Constant 
   

-0.020 

    
(0.031) 

DI -1.184* -0.779 -0.698 -1.177* 

 
(0.667) (0.520) (0.479) (0.648) 

DT(-2) -3.959*** -2.836*** -2.957*** -3.922*** 

 
(0.699) (0.366) (0.369) (0.683) 

Bali 0.261*** 0.158*** 0.231*** 0.261*** 

 
(0.053) (0.039) (0.085) (0.053) 

S1 0.251** 0.190** 0.239*** 0.251** 

 
(0.109) (0.082) (0.070) (0.106) 

W(δ1isδ2is...isδnis 0) 7.879*** 12.345*** 11.567*** 20.017*** 

 
5.718E-15 1.066E-14 1.388E-14 3.331E-16 

Hausman test (Prob)    0.000 (1.000) 

Notes: ***, **, and * denote significant at 1%, 5% and 10% levels, respectively. 

Source: Data estimation 

 
 
Table 8: Estimate of the double-log static panel model [Dependent variable: OTH visitor 

nights] 

Coefficients 
Panel models 

Fixed effects FE-CSH FE-SUR Random effects 

Constant 
   

-0.062 

    
(0.042) 

DI(-1) -4.460*** -2.525*** -3.035*** -4.418*** 

 
(0.883) (0.689) (0.608) (0.847) 

DT(-2) -5.811*** -3.512*** -3.787*** -5.719*** 

 
(1.271) (0.825) (0.796) (1.218) 

F -1.318** -0.663 - 1.098** - 1.318** 

 
(0.661) (0.580) (0.508) (0.643) 

S1 0.459*** 0.167* 0.194** 0.454*** 

 
(0.113) (0.088) (0.085) (0.110) 

S3 0.374*** 0.174 0.284*** 0.372*** 

 
(0.106) 0.110 (0.088) (0.104) 

 
        

W(δ1isδ2is...isδnis 
0) 

3.321*** 1.620*** 2.604*** 7.290*** 

 
2.154E-14 1.998E-14 1.044E-14 1.521E-14 

Hausman test    0.000 

Prob(Hausman test)    1.000 

Notes: ***, **, and * denote significant at 1%, 5% and 10% levels, respectively. 

Source: Data estimation 
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Table 9: Estimate of the Double-log Static Panel Model [Dependent Variable: Interstate 
 Visitor Nights (NV)] 

Coefficients 
Panel models 

Fixed effects FE-CSH FE-SUR Random effects 

Constant 
   

-0.013 

    
(0.033) 

GDPP -6.971* -5.369* -6.704** -6.917* 

 
(3.889) (2.527) (3.002) (3.856) 

DT(-1) -2.128** -0.917 -1.403** -2.076** 

 
(1.020) (0.644) (0.630) (1.036) 

DT(-2) -4.131*** -2.767*** -2.620*** -4.090*** 

 
(0.472) (0.334) (0.300) (0.488) 

Bali 0.249*** 0.222*** 0.220*** 0.248*** 

 
(0.054) (0.041) (0.064) (0.053) 

S1 0.283*** 0.359*** 0.328*** 0.281*** 

 
(0.080) (0.049) (0.054) (0.080) 

S3 0.073 0.111** 0.113*** 0.076 

 
(0.058) (0.044) (0.041) (0.058) 

W(δ1isδ2is...isδnis 0) 5.256*** 10.221*** 6.362*** 10.522*** 

 
1.604E-14 8.826E-15 3.442E-15 2.942E-15 

Hausman test    0.000 
Prob(Hausman test)    1.000 

Notes: ***, **, and * denote significant at 1%, 5% and 10% levels, respectively. 

Source: Data estimation 

 
With regard to the tourism prices, 

only the CPI of domestic travel (DT) and 
automotive fuel (F) variables are found to 
be statistically significant in this current 
research. Accordingly, the estimates for 
one-period-lagged domestic tourism prices 
[DT(-1)] and two-period-lagged domestic 
tourism prices [DT(-2)] are negative and 
statistically significant for most types of 
domestic tourism data. This implies that an 
increase in current tourism prices will lead 
to a fall in domestic tourism demand in the 
next one and two quarters (See Tables 5 – 
12). Moreover, this study also discovers 
that the DT(-1) coefficients are considera-
bly high (ranging from -0.49 to -3.06), but 
this is somewhat lower that the DT(-2) es-
timates (ranging from -0.59 to -7.10). To 
put it differently, those Australian house-
holds who plan their domestic trips two-
quarters ahead are more responsive to price 
changes than those who plan a quarter 
ahead. In addition, for OTH visitor night 
data in Table 8, the coefficient for F is -1.3, 

indicating that an increase in current fuel 
prices will have an inverse effect on ‘other’ 
visitor travel. 

The incidents of the Bali bombings 
have influences on the demand for holiday, 
VFR, interstate and intrastate trips. Fur-
thermore, the coefficients for Bali have a 
positive sign for all cases, suggesting that 
Australians would substitute from overseas 
travel (Bali) to domestic trips when Bali 
bombings incidences occurred. Neverthe-
less, as most of the coefficients are below 
one, this means that the influences of Bali 
bombing incidences on Australian domestic 
tourism demand are not strong. 

This study also reports that season-
ality exists in Australian domestic tourism 
demand. Seasonal dummy variables are 
shown as significant for all types of domes-
tic visitors, except for the business visitor 
night data. This implies that domestic tour-
ists travel mostly during summer school 
holidays in January and mid-term school 
holidays in July. 
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Apart from that, the F-statistics re-
ject the null hypothesis of δ1is δ2is...is δnis0 
at the 1% significance level for most cases, 
indicating that all independent variables are 
important in explaining all types of domes-
tic tourism demand data. However, the only 
exception is when using FE-SUR in model-
ling interstate tourism demand (See Table 
11). Accordingly, the F-test cannot reject 
the null hypothesis at the 10% significance 
level, indicating that the independent vari-
ables are not jointly significant using the 
FE-SUR model. 

The random effects estimations 
show relatively similar results to the fixed 
effects regression results. Based on the 
Hausman test, they do not reject the null 

hypothesis that 
jα
 

are not correlated 

with
jtv . In other words, the choice be-

tween the fixed and random effects models 
is indifferent because the estimates from 

both models are consistent. Nevertheless, 
note that the chi-squares statistics for the 
Hausman test are zero and this is not un-
usual because the estimations for the fixed 
and random effects models are not signifi-
cantly different from each other (Johnston 
and DiNardo, 1997). 

The residuals determinants are re-
ported in the tables in order to determine 
the best statistical representation of each 
category of domestic tourists. Accordingly, 
the best model is justified by the criterion 
of the minimum value of the determinants. 
Based on the results, the best static panel 
data models for holiday and OTH tourism 
demand are FE-SUR, whilst FE-CSH is the 
best model for business, VFR and intrastate 
overnight tourism demand. As for interstate 
overnight tourism demand, the fixed effects 
model has the lowest value of residuals de-
terminants.  

 
Table 10: Estimate of the double-log static panel model [Dependent variable: Intrastate 

visitor nights (NVI)] 

Coefficients 
Panel models 

Fixed effects FE-CSH FE-SUR Random effects 

Constant 
   

0.046 

    
(0.032) 

DT(-1) -1.262* -0.620 * -0.671** -1.260* 

 
(0.708) (0.361) (0.310) (0.726) 

DT(-2) -2.328*** -0.772 *** -0.676 ** -2.324*** 

 
(0.618) (0.243) (0.306) (0.622) 

Bali 0.124*** 0.106*** 0.083** 0.124*** 

 
(0.033) (0.034) (0.033) (0.033) 

S1 0.276*** 0.177*** 0.191*** 0.276*** 

 
(0.056) (0.028) (0.024) (0.056) 

S2 -0.131* -0.290*** -0.254*** -0.132* 

 
(0.069) (0.036) (0.038) (0.068) 

S3 -0.224*** -0.228*** -0.210*** -0.224*** 

 
(0.049) (0.026) (0.026) (0.049) 

    
 

W(δ1isδ2is...isδnis 0) 9.844*** 29.063*** 21.418*** 20.168*** 

 
4.566E-15 1.546E-14 1.818E-15 4.330E-15 

Hausman test    0.000 

Prob(Hausman test)    1.000 

Notes: ***, **, and * denote significant at 1%, 5% and 10% levels, respectively. 

Source: Data estimation 
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Table 11: Estimate of the Double-log Static Panel Model [Dependent Variable: Number of 
Interstate visitors (OV)] 

Coefficients 
Panel models 

Fixed effects FE-CSH FE-SUR Random effects 

Constant 
   

-0.124*** 

    
(0.041) 

GDPP -5.764** -4.100*** -3.417** -5.771** 

 
(2.509) (1.414) (1.466) (2.470) 

DT(-2) -3.914*** -1.114*** -1.373*** -3.881*** 

 
(0.651) (0.381) (0.343) (0.644) 

Bali 0.160*** 0.105*** 0.066** 0.159*** 

 
(0.041) (0.028) (0.029) (0.041) 

S1 0.237*** 0.098*** 0.111*** 0.235*** 

 
(0.068) (0.033) (0.029) (0.068) 

S2 0.349*** 0.078* 0.102** 0.347*** 

 
(0.083) (0.046) (0.044) (0.081) 

S3 0.152*** 0.060** 0.101*** 0.152*** 

 
(0.049) (0.029) (0.028) (0.048) 

 
        

W(δ1isδ2is...isδnis 0) 4.738*** 1.741* 1.175 9.512*** 

 
1.787E-14 2.220E-15 3.775E-15 2.076E-14 

Hausman test    0.000 

Prob(Hausman test)    1.000 

Notes: ***, **, and * denote significant at 1%, 5% and 10% levels, respectively. 

Source: Data estimation 

 
Table 12: Estimate of the Double-log Static Panel Model [Dependent Variable: Number of 
 Intrastate Visitors (OVI)] 

Coefficients 
Panel models 

Fixed effects FE-CSH FE-SUR Random effects 

Constant 
   

0.034 

    
(0.025) 

DT(-1) -0.720* -0.490  -0.734** - 0.716 

 
(0.424) (0.315) (0.303) (0.436) 

DT(-2) -1.748*** -0.587*** -0.605** -1.739*** 

 
(0.374) (0.217) (0.246) (0.369) 

Bali 0.087*** 0.068*** 0.068*** 0.087*** 

 
(0.025) (0.023) (0.023) (0.025) 

S1 0.110** 0.044* 0.062** 0.110** 

 
(0.045) (0.026) (0.026) (0.044) 

S2 -0.012 -0.103*** -0.110***  -0.013 

 
(0.047) (0.031) (0.031) (0.046) 

S3 -0.169*** -0.169*** -0.180*** -0.169*** 

 
(0.034) (0.028) (0.028) (0.034) 

    
 

W(δ1isδ2is...isδnis 0) 5.846*** 10.133*** 6.386*** 11.932*** 

 
1.998E-15 5.163E-15 2.776E-15 6.41E-15 

Hausman test    0.000 
Prob(Hausman test)    1.000 

Notes: ***, **, and * denote significant at 1%, 5% and 10% levels, respectively. 

Source: Data estimation 
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CONCLUSION 

Even though the static panel data models 
have generated convincing estimates, we 
cannot be sure that the models are com-
pletely free of specification errors. As it is 
widely known in tourism literature that 
tourists tend to have habit persistency, 
omitting such information could lead to 
serious misspecification. Hence, in the fol-
lowing section, dynamic panel data models 
are employed by adding lagged dependent 
variables to take account of tourists’ habit 
persistency. Perhaps, replicating this study 

using dynamic panel data models would be 
ideal. 

The current econometric analysis 
has significant implications for practitio-
ners. A better understanding of income and 
travel cost impacts on Australian house-
holds’ demand allows tourism companies 
to develop price strategies more effectively. 
Moreover, tourism researchers can use 
economic variables to investigate how 
changes in these indicators may have an 
impact on individual decisions to travel.  
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