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ABSTRAK

Pendapatan daerah merupakan hak pemerintah daerah yang diakui
sebagai penambah nilai kekayaan bersih. Pendapatan daerah terdiri
dari pendapatan asli daerah, pendapatan transfer, dan lain-lain
pendapatan yang sah. Pendapatan daerah dapat sewaktu-waktu
mengalami fluktuasi, fluktuasi tersebut disebabkan oleh berbagai
hal, seperti penyalahgunaan anggaran, kendala administratif, dan
kondisi ekonomi yang tidak stabil. Untuk mengatasi tantangan ini,
prediksi pendapatan daerah dapat dilakukan agar pemerintah dapat
membuat Eerencanaan anggaran yang lebih tepat. Penelitian ini
menggunakan metode adaptive grey model AGM (1,1) untuk
memprediksi pendapatan daerah Provinsi Daerah Istimewa
Yogyakarta dari tahun 2010 hingga 2024. AGM (1,1) dipilih karena
kemampuannya bekerja dengan data terbatas serta efektif dalam
menangkap pola tren pada data. Hasil dari penelitian ini
menunjukkan bahwa AGM (1,1) mampu menghasilkan prediksi
yang cukup akurat, dengan nilai Mean Absolute Error (MAE)
sebesar 384,227.98 dan Mean Absolute Percentage Error (MAPE)
sebesar 7.45%. Berdasarkan evaluasi tersebut, dapat disimpulkan
bahwa model memiliki tingkat akurasi yang tinggi, sehingga dapat
digunakan untuk memprediksi pendapatan daerah di masa
mendatang. Penelitian ini diharapkan dapat membantu pemerintah
dalam merencanakan anggaran dengan lebih tepat dan akurat.

Ka’EjaIKunci: Prediksi Pendapatan Daerah, Adaptive Grey
Model.

ABSTRACT

Regional revenue is the right of the regional government
recognized as an addition to net wealth. Regional revenue
consists of original regional revenue, transfer revenue, and other
legitimate income. Regional revenue can fluctuate at any time,
and these fluctuations are caused by various factors, such as
budget misuse, administrative constraints, and unstable economic
conditions. To address this challenge, regional revenue
predictions can be made so that the government can create more
accurate budget planning. This study uses the adaptive grey
model AGM (1,1) method to predict the regional revenue of the
Special Region of Yogyakarta Province from 2010 to 2024. AGM
(1,1) was chosen because of its ability to work with limited
data and its effectiveness in capturing trend patterns in the data.
The results of this study indicate that AGM (1,1) is capable of
producing fairly accurate predictions, with a Mean Absolute
Error (MAE) value of 384,227.98 and a Mean Absolute
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Percentage Error (MAPE) of 7.45%. Based on the evaluation, it
can be concluded that the model has a high level of accuracy,
making it suitable for predicting regional revenue in the future.
This research is expected to assist the government in planning the
budget more precisely and accurately.

Keywords: Regional Revenue Prediction, Adaptive Grey Model

1. Pendahuluan

Berdasarkan Undang-undang Nomor 33 Tahun 2004 tentang Perimbangan
Keuangan antara Pemerintah Pusat dan Pemerintah Daerah, pendapatan daerah merupakan
hak pemerintah daerah yang diakui sebagai penambah nilai kekayaan bersih [1].
Pendapatan daerah terdiri dari tiga komponen, yaitu pendapatan asli daerah, pendapatan
transfer, serta lain-lain pendapatan daerah yang sah. Setiap komponen tersebut dapat
mengalami fluktuasi sewaktu-waktu. Fluktuasi ini dapat disebabkan oleh beberapa hal,
seperti korupsi dan penyalahgunaan anggaran, kendala administratif, rendahnya tingkat
kesadaran masyarakat dalam membayar pajak, dan faktor eksternal lain, seperti kondisi
ekonomi global maupun nasional [2]. Untuk menghadapi tantangan tersebut, salah satu
solusi yang dapat digunakan adalah melakukan prediksi pendapatan daerah guna
membantu pemerintah daerah dalam membuat perencanaan anggaran yang lebih tepat.

Kajian mengenai prediksi pendapatan daerah telah dibahas dalam beberapa
penelitian dengan menggunakan metode yang berbeda-beda. Salah satu jurnal yang
mengkaji tentang prediksi pendapatan daerah adalah jurnal yang disusun oleh Gultom
(2022), jurnal ini menggunakan metode fuzzy time series untuk meramalkan pendapatan
daerah di Kabupaten Humbang Hasundutan [3]. Sementara itu, pada jurnal yang
disusun oleh Ginting et al. (2019), metode yang diterapkan dalam penelitian tentang
prediksi pendapatan daerah di Kabupaten Deli Serdang adalah regresi linear sederhana [4].
Berdasarkan kedua penelitian tersebut, terlihat bahwa jumlah data historis pendapatan
daerah relatif terbatas, sehingga hal ini menjadi tantangan tersendiri dalam menentukan
metode prediksi yang tepat. Keterbatasan ini juga terjadi pada jumlah penelitian yang
membahas tentang prediksi pendapatan daerah, sehingga diperlukan metode prediksi lain
yang dapat dijadikan alternatif baru dalam penelitian tersebut. Salah satu metode prediksi
alternatif yang dapat digunakan adalah adaptive grey model, karena selain kemampuannya
dalam memprediksi data dengan jumlah terbatas, model ini juga belum pernah diterapkan
dalam penelitian tentang prediksi pendapatan daerah, sehingga sangat sesuai untuk
digunakan pada penelitian ini.

Adaptive grey model merupakan bagian dari grey prediction model yang pertama
kali diperkenalkan oleh Deng Julong pada tahun 1982. Pada awalnya, grey prediction
model dirancang untuk memungkinkan analisis, pemodelan, prediksi, dan pengambilan
keputusan dengan kondisi data atau informasi yang terbatas [5]. Kemampuan grey model
dalam memprediksi data yang terbatas menjadikan model ini banyak digunakan dalam
berbagai penelitian, seperti penelitian tentang prediksi parameter lalu lintas, prediksi
panjang antrean lalu lintas, dan lain sebagainya [6], [7], [8], [9], [10]. Seiring berjalannya
waktu, grey model mengalami perkembangan varian, salah satunya adalah adaptive grey
model. Pada tahun 2008, Li dan Yeh [11] memperkenalkan model baru, yaitu adaptive grey
model, di mana model ini dirancang untuk bekerja dengan jumlah data yang terbatas dan
disertai kemampuan untuk menangkap pola tren pada data melalui pendekatan Trend and
Potential Tracking Method (TPTM). Sudah ada banyak penelitian yang memanfaatkan
adaptive grey model sebagai metode prediksinya, dan dalam penelitian-penelitian tersebut,
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model ini terbukti dapat memberikan hasil prediksi dengan tingkat kesalahan atau error
yang relatif kecil [12], [13], [14], [15]. Dengan mempertimbangkan kemampuan adaptive
grey model dalam menangkap pola tren data serta jumlah data historis yang dimiliki,
adaptive grey model dipilih sebagai metode analisis dalam penelitian ini untuk meramalkan
pendapatan daerah di Provinsi Daerah Istimewa Yogyakarta. Melalui penerapan adaptive
grey model dalam prediksi pendapatan daerah Provinsi Daerah Istimewa Yogyakarta, hasil
dari penelitian ini diharapkan dapat menjadi masukan bagi pemerintah daerah setempat
dalam menyusun kebijakan anggaran yang lebih akurat.

2. Metodologi Penelitian

Penelitian ini menggunakan data pendapatan daerah Provinsi Daerah Istimewa
Yogyakarta dari website Jogja Dataku yang dikelola oleh Bapperida Daerah Istimewa
Yogyakarta [16]. Data ini berisikan data pendapatan daerah dalam rentang tahun 2010-
2024.

Tabel 1. Data Pendapatan Daerah Provinsi DIY

Tahun Pendapatan Tahun Pendapatan

Daerah (Juta Daerah (Juta
Rupiah) Rupiah)
2010 1,374,205 2018 5,443,179
2011 1,000,000 2019 5,699,357
2012 2,171,734 2020 5,611,511
2013 2,583,057 2021 5,703,100
2014 3,139,872 2022 5,531,195
2015 3,400,015 2023 5,840,561
2016 3,899,193 2024 6,025,070
2017 5,085,241

Penelitian ini terdiri dari beberapa tahap. Pertama, menggunakan fungsi TP untuk
menghitung TP Values. Selanjutnya, menghitung nilai X(* . Kemudian, menghitung
background values z(1). Kemudian, mengestimasi nilai a dan b dengan menggunakan
persamaan grey. Selanjutnya, membangun adaptive grey model. Terakhir melakukan
evaluasi pada model. Tahapan-tahapan tersebut disajikan dalam flowchart pada Gambar 1.
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Gambar 1. Flowchart Penelitian

2.1. Trend and Potency Tracking Method

Tren and Potency Tracking Method atau TPTM merupakan analisis yang
dicetuskan oleh Li dan Yeh [11] yang berfungsi untuk mengeksplorasi perubahan perilaku
data pada fase yang berbeda dengan memanfaatkan karakteristik dari data.

Prosedur perhitungan TPTM secara terperinci adalah sebagai berikut [13], [15]:

1. Asumsikan bahwa data aktual adalah X = {x;, x5, ..., x,}, di mana X,,,;;, merupakan
nilai terkecil dari X dan X,,,4, merupakan nilai terbesar dari X.

2. Hitung nilai variasi o; dari pasangan data (x;_;,x;) untuk i =1,2,3,...,n, dan
tentukan peningkatan dan penurunan potensi berdasarkan urutan data. Jika o;
menunjukkan nilai positif, artinya tren data pada fase i mengalami kenaikan.
Sementara apabila o; menunjukkan nilai negatif maka tren data mengalami
penurunan.

3. Menetapkan bobot pada data terbaru. Bobot (w;) dapat diperoleh dengan rumus w; =
i—1luntuki=1,2,3,..,n.

4. Hitung 4; = g; X w; untuk i = 1,2,3,...,n. Apabila diperoleh nilai 4; > 0 maka
terdapat peningkatan pada potensi (IP), dan apabila nilai A; < 0 maka terdapat
penurunan potensi (DP).

(Xmin+xmax)

5. Menentukan lokasi pusat (CL) dari data menggunakan persamaan CL = >

Nilai CL yang diperoleh kemudian digunakan sebagai titik utama pada rentang domain
data.

6. Hitung rata-rata potensi yang meningkat (AIP) dan rata-rata potensi yang menurun
(ADP), kemudian gunakan nilai rata-rata tersebut untuk memperluas rentang domain
secara asimetris. Didapatkan persamaan untuk batas atas rentang domain adalah
EDR_UL = X,,qx + AIP, dan persamaan batas bawah rentang domain adalah
EDR_LL = X,,,;, + ADP.
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7. Dalam membentuk fungsi TP segitiga, gunakan nilai CL, EDR_UL, dan EDR_LL.
Dengan mengubah nilai CL menjadi 1, akan diperoleh nilai TP melalui aturan rasio
segitiga seperti yang tersaji pada Gambar 1.

TP value
A

EDR LL P X 4 CL Xmaxi) EDR_UL

Gambar 2. Fungsi Segitiga untuk Mencari Nilai TP

2.2. Adaptive Grey Model

Menghitung AGM(1,1) dengan mengintegrasikan konsep TPTM untuk
menghitung background values.
Berikut penjelasan dari AGM(1,1) [13], [14]:
1. Diketahui data aktual:
X0 = (x©(1),x©(2),...,xOm)},n > 4 )

2. Hitung nilai TP menggunakan TPTM, kemudian susun menjadi {TPi} =
(TP1,TP2,...,TPn},i = 1,2,...,n.

3. Hitung nilai koefisien a,
Yi, 27 TP

4. Bentuk seri data baru dengan menggunakan accumulating generation order (AGO)

x® = {x®@),xM(2),..,xPm},  x® (1) =xO);
k

3
*® (k) = Z *©0)  k=23,...,n. (3)
i=1
5. Hitung background values z"k menggunakan persamaan
z2® (k) = (1 = a)x Wk = 1) + ax O (k),
a € (0,1),k=23,...,n (4)

6. Hitung estimasi developing coefficient a dan grey input b menggunakan metode
ordinary least square di persamaan (5) kemudian bentuk persamaan diferensialnya

(6).

x(o) (k) + aZ(l) (k) = b, (5)
dx@
 pax®W=p, (6)
dt
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Untuk memperoleh estimasi nilai a dan b, dapat menggunakan langkah:
x@O@1 [-z2P@) 1
2O _[—zMW3) 1 a
D=7 G ix[] 7

x<05(n) e m 1

Sehingga didapatkan
Y =[x@@,x9@),...xOm)]’,
a = [a,b]",

-zM@) 1

B = [—Z(D(B) }L (8)
l—z(l.)(n) 1J
a= (BTB)"'BTy

7. Hitung nilai estimasi periode k41 dengan nilai awal x®(1) = x®(1)
menggunakan persamaan

b b

FOC+ 1) = (xO) - 2) e+,

. . _ 9)
2Ok +1) = 2Dk + 1) — 2D (k).

2.3. Evaluasi Model

Suatu model dikatakan baik apabila nilai error yang dihasilkan pada evaluasi
model bernilai kecil, di mana besar kecilnya nilai error mencerminkan tingkat keakuratan
model. Dalam penelitian ini, keakuratan model prediksi diukur dengan menggunakan mean
absolute error (MAE) dan mean absolute percentage error (MAPE). MAE dan MAPE
didefinisikan pada persamaan (10) dan (11) [13], [17], [18], [19]:

1 n
MAE = —Z x©@ ) = 2O ] .
- i=1| () 0] (10)

1 n
MAPE = — Z
n i=1

3. Hasil dan Pembahasan

x@ (@) —20)
x(O) (l)

x 100% . (11)

Model prediksi dibangun menggunakan data pendapatan daerah Provinsi Daerah
Istimewa Yogyakarta dari tahun 2010 hingga 2024. Data lima tahun pertama, yaitu 2010
hingga 2014, digunakan sebagai data training untuk menyusun model awal. Selanjutnya,
model tersebut diperbarui secara berkala dengan memasukkan data terbaru untuk
memastikan model dapat mengidentifikasi tren pada data. Hal ini memungkinkan model
untuk menghasilkan prediksi yang lebih akurat seiring dengan bertambahnya data.

Dengan menerapkan AGM(1,1), model prediksi dibangun menggunakan data
training melalui langkah-langkah pengerjaan yang dijelaskan di bawah ini.

1. Susun data aktual pendapatan daerah dalam X =
{1,374,205;1,000,000; 2,171,734; 2,583,057; 3,139,872}.

2. Hitung nilai TP menggunakan TPTM sehingga didapatkan hasil TP =
{0.6420;0.3210; 0.8526; 0.6932; 0.6439}.
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3. Hitung nilai koefisien a;, = {0.4280; 0.6706; 0.6286; 0.7044}.

4. Buat  seri data baru  X®  menggunakan AGO  xW =
{1,374,205; 2,374,205; 4,545,939; 7,128,996; 10,268,868}.

5. Hitung background values 7z = {1,802,210; 3,830,695; 6,309,390; 9,340,854}.

6. Hitung nilai @ menggunakan persamaan @ = (BTB)~1BTY, di mana diketahui nilai
—-1,719,698 1

—3,894,719
—6,532,283
—9,340,854

Y ={1,000,000; 2,171,734; 2,583,057; 3,139,872} dan B =

e

Sehingga didapatkan nilai @ = [—0.26362;807,530.9].

7. Gunakan persamaan (9) untuk membentuk model xM(k+1)=
4,437,449¢7026362k 1 (3 063,244) . Dari model tersebut, didapatkan hasil
prediksi X4, = 3,842,078.

Hasil dari perhitungan dan prediksi AGM (1,1) masing-masing tersaji dalam Tabel 2 dan
Tabel 3.

Tabel 2. Hasil Perhitungan AGM (1,1)
Tahun Xy Nilai xi” ay Z;(U Xk
TP
2010 1,374,205 0.6420 1,374,205 - - -
2011 1,000,000 0.3210 2,374,205 0.4280 1,802,210 1,218,179
2012 2,171,734 0.8526 4,545,939 0.6706 3,830,695 1,719,140
2013 2,583,057 0.6932 7,128,996 0.6286 6,309,390 2,426,115
2014 3,139,872 0.6439 10,268,868 0.7044 9,340,854 3,423,824
2015 3,400,015 - - - - 3,842,078

Tabel 3. Hasil Prediksi AGM(1,1)

Tahun Data Aktual Data Prediksi
2010 1,374,205
2011 1,000,000
2012 2,171,734
2013 2,583,057
2014 3,139,872
2015 3,400,015 3,842,078
2016 3,899,193 3,909,073
2017 5,085,241 4,251,906
2018 5,443,179 5,448,121
2019 5,699,357 6,384,024
2020 5,611,511 6,488,828
2021 5,703,100 5,918,986
2022 5,531,195 5,777,955
2023 5,840,561 5,544,656
2024 6,025,070 5,793,555

Untuk memperjelas perbandingan antara data aktual dan hasil prediksi, disajikan
visualisasi data pada Gambar 3.
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Gambar 3. Hasil Prediksi AGM (1,1)

Perbandingan data aktual dan data prediksi yang disajikan pada Gambar 3
menunjukkan bahwa hasil prediksi dengan menggunakan AGM (1,1) memiliki tren data
yang hampir sama dengan data aktual. Setelah mendapatkan hasil prediksi, diperlukan
evaluasi pada AGM (1,1) untuk mengetahui tingkat akurasi model dalam prediksi data.
Evaluasi model dihitung dengan menggunakan MAE dan MAPE. Hasil MAE dan MAPE
dari AGM (1,1) disajikan dalam Tabel 4.

Tabel 4. Nilai MAE dan MAPE AGM (1,1)
Model MAE MAPE (%)
AGM (1,1) 384,227.98 7.45

Berdasarkan hasil evaluasi model pada Tabel 4, diketahui nilai MAE dan MAPE
untuk AGM (1,1) adalah sebesar 384,227.98 dan 7.45%. Nilai MAE dan MAPE yang
rendah ini mengindikasikan bahwa model yang digunakan memiliki tingkat akurasi yang
cukup tinggi. Hal ini sesuai dengan pernyataan dalam jurnal yang disusun oleh Moreno et
al. (2013), di mana nilai MAPE <10% diinterpretasikan sebagai hasil prediksi sangat akurat
[20].

4. Kesimpulan

Hasil penelitian menunjukkan bahwa adaptive grey model AGM (1,1) dapat
memprediksi data pendapatan daerah Provinsi Daerah Istimewa Yogyakarta dengan baik.
Hal ini terbukti dari evaluasi model yang menghasilkan nilai MAPE sebesar 7.45%, yang
menunjukkan bahwa AGM (1,1) memiliki tingkat akurasi yang cukup tinggi. Dengan
demikian, AGM (1,1) dapat digunakan untuk membantu pemerintah dalam memprediksi
pendapatan daerah di masa mendatang, serta membantu dalam menyusun kebijakan
anggaran yang lebih tepat.
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